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Abstract

The first analysis of diffractively produced Z bosons in the muon decay channel is

presented, using data taken by the DØ detector at the Tevatron at
√

s = 1.96 TeV.

The data sample corresponds to an integrated luminosity of 109 pb−1.

The diffractive sample is defined using the fractional momentum loss ξ of the

intact proton or antiproton measured using the calorimeter and muon detector

systems. In a sample of 10791 (Z/γ)∗ → µ+µ− events, 24 diffractive candidate

events are found with ξ < 0.02.

The first work towards measuring the cross section times branching ratio for

diffractive production of (Z/γ)∗ → µ+µ− is presented for the kinematic region

ξ < 0.02. The systematic uncertainties are not yet sufficiently understood to

present the cross section result.

In addition, the first measurement of the efficiency of the Run II DØ Luminos-

ity Monitor is presented, which is used in all cross section measurements. The

efficiency is:

εLM = (90.9 ± 1.8)% .
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Chapter 1

Introduction

Historically, electron-proton colliders have been at the forefront of probing the

nature of the proton. The parton distribution functions (pdfs) of the proton, which

form an essential part of experimental knowledge at hadron colliders, are derived

primarily from the high precision measurements of deep inelastic electron-proton

scattering at HERA [1, 2]. It is also possible to define diffractive parton distribu-

tions of the proton: these have the added constraint that the proton remains intact

after the collision [3]. The diffractive pdfs have been extracted from diffractive

deep inelastic scattering data at HERA [4, 5]; at the H1 experiment, they were

extracted under the assumption of Regge factorisation (Section 2).

Transferring the diffractive pdfs to the Tevatron has not been straightforward be-

cause factorisation does not hold in hadron-hadron (in this case proton-antiproton)

collisions. This breakdown in factorisation, often termed ‘gap survival probabil-

ity’, is generally understood to be due to multi-parton interactions destroying the

outgoing intact proton, and it results in much lower observed rates for diffractive
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processes than would be expected from the HERA measurements [6]. Under-

standing diffractive scattering, and the nature of the factorisation breakdown, is

of interest in its own right. In addition, diffractive scattering has been suggested

as a powerful tool for searching for new physics at the LHC [7, 8, 9], so a better

understanding of the way in which the diffractive pdfs at HERA can be interpreted

at hadron-hadron colliders is becoming even more important.

Understanding diffractive scattering at hadron colliders requires the measurement

of as many diffractive production processes as possible. One of the cleanest but

most rare diffractive processes is Z boson production. Unlike diffractive W boson

production, which has a larger cross section, diffractive Z boson production was

not unambiguously observed in the Tevatron Run I data. Eight candidate events

were seen at DØ [10], and no observation was published at CDF. All previous

Tevatron analyses have relied on the observation of rapidity gaps, which are large

regions in the event with no particles, and the results have been expressed in terms

of the gap fraction: the fraction of events of a particular type with a rapidity gap. In

this thesis the first definitive observation of diffractive Z production is made, using

data taken by the DØ experiment, and the first steps are taken towards measuring

a diffractive cross section in a well defined kinematic range, in the spirit of the

measurements by the H1 collaboration [2].

The structure of this thesis is as follows. In chapter 2, an overview of diffractive

scattering is presented, introducing the pomeron and reggeon in Regge theory and

describing the phenomenological models used to correct the experimental data

and compare with the HERA expectations. Chapter 3 contains a description of the

Run II DØ detector, focusing on the detector components used in this analysis, and

a description of the Tevatron accelerator. In chapter 4, the first measurement of the

17



efficiency of the Run II DØ Luminosity Monitor is presented. The work presented

in this thesis forms the basis of the luminosity determination at DØ which is

used in all cross section measurements in Run II. In section 5, the observation of

candidate events for diffractive production of Z bosons in the muon channel and

work towards measuring the cross section times branching ratio are described.

The data are compared for the first time to a Monte Carlo simulation in which the

HERA diffractive parton distributions are used as input.
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Chapter 2

Diffractive Scattering and the

Pomeron

The aim of this thesis is to search for diffractive Z boson production in pp col-

lisions using the DØ detector at the Tevatron. Diffraction does not have a clear

experimental definition, but in pp interactions the simplest definition is that one

of the initial protons remains intact after the collision: p + p → p + X (or the

charge conjugate).1

This chapter presents an overview of diffractive scattering. Section 2.1 introduces

Regge theory, which predates quantum chromodynamics (QCD) and describes the

behaviour of scattering amplitudes as the centre of mass energy tends to infinity.

This discussion is relevant to the normalisation of cross section measurements at

the Tevatron, through the behaviour of the total pp cross section (Section 4), and

it provides a theoretical framework in which to describe diffractive scattering. The

1 Both initial beam particles are referred to as protons unless it is necessary to distinguish them.
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pomeron and reggeon, quasi-particles that are exchanged in diffractive scattering,

are introduced. Section 2.2 discusses the observation of diffractive interactions:

the experimental signatures, and the kinematic region of low ξ, the fractional mo-

mentum loss of the proton, in which diffractive scattering dominates. The previous

measurements of diffractive W and Z boson production are briefly discussed. Sec-

tion 2.3 describes the simulation of diffractive Z boson production in pp collisions

using the event generator POMWIG, which uses the H1 diffractive parton distribu-

tions under the assumption of Regge factorisation; the breakdown of factorisation,

or ‘gap survival probability’ is also discussed.

2.1 Regge Theory

In the mid-1950s, experimentalists knew of several strongly interacting particles.

The first to be discovered were the proton, neutron, pion and antiproton. Many

others followed, and the hadrons proliferated into an unwieldy and worryingly

large group. Some hadrons were pronounced fundamental and others composite,

somewhat arbitrarily [11], and little was known of the mechanism of the strong

force. Scattering experiments of the time (such as π±p, pp, pp) could measure the

total cross sections and the final states. But a theory with predictive power was

needed.

Tullio Eugeno Regge, born in 1931 in Turin, was to provide such a theory. Regge

considered the initial and final states of a scattering process, applied some basic

postulates, and proposed a general relationship for the behaviour of hadron-hadron

(h-h) scattering cross sections as a function of centre of mass energy. Crucially,

he did this without knowing the underlying interaction mechanism. This was
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years before the advent of quark theory (1964), which first posited that nucleons

were composites of three quarks, or QCD (1966), the quantum field theory that

describes the strong force as an interaction mediated by gluons [12, 13]. A full

derivation of Regge theory can be found in [14] but for this thesis a statement of

the results will be sufficient.

2.1.1 Some concepts used in Regge theory

Interaction topologies

In a 2→ 2 interaction a + b→ c + d, two of the Mandelstam kinematic variables

are defined in terms of the particle four momenta as

s = (pa + pb)2, t = (pa − pc)2 (2.1)

where
√

s is the centre of mass energy and t is the square of the four momen-

tum transfer between a and c (the third kinematic variable, u = (pa − pd)2, is

not independent). This gives rise to an important distinction between interaction

topologies. In the s-channel, particles a and b annihilate and produce a real par-

ticle (or ‘resonance’) which subsequently decays. The term resonance is used

because the scattering amplitude for the process rises sharply when
√

s ≈ m, just

as for resonant frequencies. The t-channel involves the exchange of a virtual parti-

cle between a and b, and kinematically the square of the four momentum transfer

is negative.
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(a) s-channel resonance (b) t-channel exchange

Figure 2.1: Crossing symmetry between (a) s-channel and (b) crossed t-channel

processes

Crossing symmetry

Fig. 2.1 has examples of s- and t-channel interactions, the amplitudes for which

are related through crossing symmetry. Crossing symmetry states that the scatter-

ing amplitudes for the s-channel process a + b→ c + d and the t-channel in the

‘crossed’ process a + c→ b + d, with s and t interchanged [15], are equal. The

allowed resonances have the same quantum numbers as the allowed virtual ex-

changes. In other words, crossing symmetry states that the amplitudes
�

(s, t) are

equal for the s-channel and crossed t-channel processes even though they are quite

different physical processes.

Optical theorem

The optical theorem is a relationship between the total cross section σtot and the

imaginary part of the forward scattering amplitude
�

(s, 0):

σtot ≈
=m

�
(s, 0)

s
, (2.2)
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where the amplitude is forward because the momentum transfer t is zero. Mo-

mentum transfer is related to the centre of mass frame scattering angle θ by

cos θ = 1 + 2t
s
,

so t = 0 corresponds to zero scattering angle.

2.1.2 Scattering amplitude

The central aim of Regge theory is to describe the behaviour of scattering ampli-

tudes in the ‘Regge limit’, s → ∞ with s/t fixed. The amplitude for t-channel

exchange is written as a sum of partial wave amplitudes that correspond to all the

possible exchanges with different angular momenta. In the case of π−p → π0n

scattering these include the exchange of the light mesons with the appropriate

quantum numbers ρ, ω , f2, a2 and so on. The s-channel amplitude for the re-

lated crossed process, in this case π−π0 → pn scattering, is then obtained through

crossing symmetry by interchanging t and s.

Regge generalised the amplitude with the concept of complex orbital angular mo-

mentum [16, 17]. Particles can have only integer l, but in the complex l-plane the

scattering amplitude may have poles (singularities at which the amplitude tends to

infinity) that have central significance in this theory. They are called Regge poles,

αn(t). In the Regge limit, only the right-most pole in the complex l-plane – the

one with the largest real part – contributes to the amplitude. So the main result

of Regge theory is a rather simple statement about the way a scattering amplitude

depends on s:

�
(s, t) ∼ sα(t) s� |t| (2.3)
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It should be noted that Eq. 2.3 applies to all scattering processes, because it does

not claim to know anything about the underlying mechanism.

2.1.3 Regge trajectories

At Berkeley in the early 1960s, Geoffrey Chew claimed that all hadrons should

be treated equally instead of being divided – as in the field theory approach – into

groups of elementary and composite particles [18].2 With this in mind, he and his

postdoctoral student Steven Frautschi felt that Regge theory was the most promis-

ing approach to the strong interaction, and they proceeded to test and extend the

theory with scattering data. The Chew-Frautschi plot [11, 19] in Fig. 2.2 shows

the total angular momentum, J, versus the mass squared, M2, for particular sets

of hadrons: in this case, the meson resonances in π−π0 → pn scattering.

It was a remarkable result, because the data lie on a straight line. So for hadrons

with the same quantum numbers, J is proportional to M2. The linear function is

called a Regge trajectory; in this particular case it is the ρ-trajectory, denoted αR(t)

here. From the data the parameters of the ρ-trajectory αR(t) = αR(0) + α′Rt are

αR(0) = 0.55

α′R = 0.86 GeV−2

where αR(0) is the intercept on the J axis, α′R is the gradient, and the particles are

at α(M2) = J.

The true power of the Regge approach comes when the s-channel amplitude for

π−π0 → pn scattering in Fig. 2.1 is related via crossing symmetry to the t-channel

2 “My standpoint here. . . is that every nuclear particle should receive equal treatment under the

law.”
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Figure 2.2: Chew-Frautschi plot of resonances in π−π0 → pn scattering [14]
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process for π−p → π0n scattering. As stated before, their amplitudes are equal

when s and t are interchanged. But because the energy dependence of the am-

plitude is driven by the Regge trajectory (Eq. 2.3), the two processes are also

connected in the Chew-Frautschi plane. The s-channel π−π0 data lie in the t > 0

region in Fig. 2.3. Crossing symmetry predicts that the t-channel π−p data lie in

the t < 0 region along the extrapolated Regge trajectory. This is due to a property

of the amplitude called analyticity, whereby it can be continued across the t = 0

boundary. The prediction is verified with the data in Fig. 2.4 [14].
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Figure 2.3: Relationship between s and t channel processes in the J − t plane
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Figure 2.4: Chew-Frautschi plot of π−p→ π0n scattering [14]
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2.1.4 Total scattering cross section

The final piece in the theory is the total cross section. Substituting Eq. 2.3 at t = 0

into Eq. 2.2, the total cross section behaves as

σtot ∼ sα(0)−1 (2.4)

where α(0) is the intercept of the Regge trajectory that mediates the interaction.

This is less than unity for the ρ-trajectory so the total cross section decreases

with increasing s for this type of exchange. In fact, it had already been noted

by Pomeranchuk and Okun in 1956 that the total cross section for h-h scattering

would decrease as s increases when charge is exchanged [20].

This picture of a decreasing total cross section with centre of mass energy in

reggeon exchange is successful, but as the data show for pp and pp scattering

in Fig. 2.5 the total cross section starts increasing from around 20-30 GeV. This

behaviour had also been predicted by Pomeranchuk, at a time when the highest

experimental energy was about 1 GeV [21].

2.1.5 The pomeron

Pomeranchuk realised in 1958 that the cross sections of a particle and antiparticle

on a given target are equal to each other at asymptotically high energy [22]. This is

known as the Pomeranchuk Theorem and it was the only theoretical result, derived

from first principles, in the field of strong interactions at the time [23]. For these

cross sections to be the same the exchanged objects must couple equally with

particles and antiparticles. Therefore they must have the quantum numbers of the

vacuum: no charge, no colour, and zero spin, isospin and baryon number. Clearly
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Figure 2.5: Total cross section for pp (upper curve) and pp scattering as a function

of centre of mass energy [24]
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these particles must lie on a different kind of Regge trajectory, one that has an

intercept greater than unity so that the cross section will rise. The trajectory and

its corresponding quasi-particle were given the name pomeron after Pomeranchuk.

Fig. 2.5 shows a fit to the pp and pp data by Donnachie and Landshoff [24] using

σpp(pp) = A sαP(0)−1 + Bpp(pp) sαR(0)−1 (2.5)

where A is the coefficient for pomeron exchange, which is the same in both scat-

tering processes, and B is the contribution from reggeon exchange. At low en-

ergies reggeon exchange dominates and σtot decreases; at high energies pomeron

exchange drives the cross section upwards. The fit yields

αP(0) = 1.08

and the coefficients shown in the figure. The gradient of the trajectory is deter-

mined [14] from the differential cross section dσ/dt to be

α′P = 0.25 GeV−2 .

Regge intercepts are universal: all kinds of scattering that are mediated by the

same trajectory have the same power law in σtot.

The pomeron trajectory is more complicated than that of the reggeon. With an

intercept of 1.08, the cross section would continue to rise and eventually violate

unitarity at very high centre of mass energy. The rise of the total hadronic cross

sections must be tamed with increasing s by multiple pomeron exchanges: when

two, three or more pomerons are exchanged in the same interaction they contribute

to the cross section with alternating signs and increasing magnitude as s → ∞.

For this reason αP(0) is really an effective intercept, and it changes slowly with
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s. At currently accessible centre of mass energies it is more or less constant;

multiple pomeron exchanges are only about 10% of the total cross section at
√

s =

1.8 TeV [25].

Furthermore, there appear to be two trajectories for the pomeron. The soft pomeron

described above has the intercept αP(0) = 1.08. In 1997, experiments at HERA [26]

probed the proton with a virtual photon (emitted from an electron) and found that

the pomeron intercept appears to increase with the virtuality of the photon and

the energy dependence of the total cross section steepens accordingly. The next

year, Sandy Donnachie from Manchester and Peter Landshoff from Cambridge

proposed [27] that this behaviour could be described if there is an additional hard

pomeron with αP(0) ∼ 1.4.

The physical particles on the soft and hard pomeron trajectories have not been

identified; they may be composites of two or more gluons (‘glueballs’) [28]. The

lowest object on the soft trajectory would be J = 2 with a mass of about 2 GeV,

and there has been a glueball candidate for this state [29].3 Another glueball can-

didate with slightly higher mass [30] may lie on the hard pomeron trajectory [27].

2.2 Diffractive Scattering

Pomeron and reggeon exchanges are colourless, so the hadrons from which they

are emitted may stay intact. A diffractive pp interaction is often defined exper-

imentally as one in which a proton emerges intact from the collision, and this

type of event can be observed using detectors located along the trajectory of the

3 As is the convention, natural units are used throughout: c = ~ = 1, so that mass, momentum

and energy are expressed in eV (1eV = 1.602 × 10−19J)
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scattered proton. A system of spectrometers, in which the proton momentum is

measured in the accelerator magnetic field, has been built for this purpose at DØ

(Section 3.2.6) but this is undergoing commissioning at the time of this analysis.

2.2.1 Rapidity gaps

Diffractive interactions often have another experimental signature, which is a ra-

pidity gap: a large region with no particles close to the outgoing intact proton.

This can be understood as a lack of colour connections in the region between the

outgoing proton and the dissociative system. In addition, a rapidity gap is kine-

matically required in a system of particles with low invariant mass with respect

to the centre of mass energy of the collision, and diffractive interactions can be

defined theoretically in this way (s >> M2
X, the Regge limit). In non-diffractive

interactions, the distribution of final state particles is approximately uniform in

rapidity, and gaps are exponentially suppressed: the probability of a rapidity gap

of size ∆y is proportional to e−a∆y for some constant a [31].

The rapidity y of a particle can be defined in terms of its energy E and longitudinal

momentum pL,

y =
1
2 ln (E + pL)

(E − pL) ,

and if the coordinates of the system are defined with the z-axis along the collision

axis, then pL = pz where pz is the z component of the momentum. It is also

convenient to define the transverse energy, ET = E sin θ, where θ is the polar

angle with respect to the z-axis. Pseudorapidity η is defined in terms of the polar

angle,

η = − ln(tan(θ2)) ,
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and it is often used as a coordinate in detectors. In the limit m/E → 0, rapidity and

pseudorapidity are equal. Regions of high pseudorapidity, close to the outgoing

beam particles, are referred to as forward; the region |η| ∼ 0 is referred to as

central.

2.2.2 Previous analyses of diffractive W/Z boson production

Previous observations of diffractively produced W and Z bosons, using data from

Run I at the Tevatron, have relied on the presence of a rapidity gap in the event.

The CDF collaboration published results for diffractive W boson production in the

electron decay channel [32], presenting the ratio (RW ) of W boson events with a

rapidity gap to those without:

RW = (1.15 ± 0.55)% .

The DØ collaboration observed diffractive W boson production in the electron

decay channel and a sample of 8 diffractive Z → e+e− candidate events [10].

They quoted their results in terms of the ‘gap fractions’ FW (FZ) of W (Z) boson

events with a rapidity gap:

FW = (0.89+0.19
−0.17)%

FZ = (1.44+0.61
−0.52)% .

The results from CDF and DØ cannot be compared with each other because CDF

applied a correction for diffractive events that do not have a rapidity gap whereas

DØ published the uncorrected result.
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2.2.3 Fractional momentum loss of the proton

The fractional longitudinal momentum loss of the intact proton, ξ, may be defined

as

ξ = 1 − p f /pi ,

where pi and p f are the initial and final longitudinal momenta of the outgoing

proton. The momentum loss ξ can be measured experimentally as ξ ∼ M2
X/s

so a predominantly diffractive sample, which has a low mass final state, can be

defined experimentally by requiring events to have low ξ. The region ξ . 0.01

is dominated by pomeron exchange, and larger momentum loss corresponds to

larger contributions from reggeon exchange. The rapidity gap size ∆y increases as

∆y ∼ ln(1/ξ), so low ξ (pomeron) interactions are characterised by large rapidity

gaps. Reggeon interactions tend to have smaller rapidity gaps, because they occur

at higher ξ.

The fractional momentum loss can be reconstructed using

ξ ≈ 1√
s

∑

i

Ei
T eη

i (2.6)

where the sum is over particles in the final state, and E i
T and ηi are the transverse

energy and pseudorapidity of the ith particle. This approximation assumes that

the energy of the incoming proton is large [31]. The dominant contributions to

the ‘ξ sum’ are from particles close to the scattered proton, which have large

pseudorapidities, and particles with large ET . The contribution from particles in

the opposite direction to the intact proton is small, so a lack of detector coverage

in this region does not have a large effect on the measurement.

In this thesis, the first steps towards measuring the diffractive (Z/γ)∗ boson pro-

duction cross section (multiplied by the branching ratio for the muon decay chan-
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nel) are presented. The cross section is defined kinematically by ξ, where the

lowest accessible ξ value in this analysis is ξ ∼ M2
Z/s, and the upper limit is

chosen such that there is a sufficiently large forward rapidity gap for observation

(Section 5.4.1).

2.3 Simulation of diffractive Z boson production

The Monte Carlo event generator POMWIG [33] is the only Monte Carlo gen-

erator currently available that can simulate diffractive Z boson production at the

Tevatron. As mentioned in Section 1, it is possible to define diffractive parton dis-

tribution functions (pdfs) in diffractive deep inelastic electron-proton scattering.

These are proton pdfs with the additional constraint that the proton remains intact

[3]. The H1 Collaboration at HERA [4] measured the diffractive deep inelastic

scattering cross section, and parameterised the data using a Regge factorisation

ansatz (sometimes referred to as the Ingelman-Schlein model [34]). In Regge fac-

torisation, the interaction is separated into two parts: the emission of a pomeron

or reggeon from the proton, and the interaction of the pomeron or reggeon with

the other beam proton. A diagram for this in pp collisions is shown in Fig. 2.6. At

the upper vertex, a pomeron is emitted with squared momentum transfer t, and a

fraction ξ (referred to as xIP at HERA) of the proton momentum. The ‘probability’

for this to occur can be described in terms of a ‘pomeron flux factor’ F(xIP, t).4

The pomeron takes part in a hard scale (high pT ) interaction with the other proton,

in which the pomeron structure function F IP
2 (β,Q2) describes the probability of a

4 The pomeron flux factor is not absolutely normalised, and so can be greater than unity. The

term probability is therefore used loosely.
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parton in the pomeron with a fraction of the pomeron momentum, β, being struck

by a parton in the proton with virtuality Q2.

Figure 2.6: POMWIG uses the factorisation model of single diffraction [33]

The pomeron and reggeon flux terms are parameterised as

fIP(ξ) = N
∫ tmin

tmax

eβIP(t)

ξ2αIP(t)−1 (2.7)

fIR(ξ) = CIR

∫ tmin

tmax

eβIR(t)

ξ2αIR(t)−1 (2.8)

where αIP(t) = αIP(0) + α′IPt and αIR(t) = αIR(0) + α′IRt. The diffractive cross

section is then expressed as the sum of the pomeron and reggeon flux terms and

the structure functions of the pomeron and reggeon. The normalisation of the

pomeron flux, N, is set such that the generated deep inelastic scattering cross sec-

tion matches the H1 measurement at ξ = 0.003. The reggeon normalisation term,

CIR = 48, was fitted to data by the H1 Collaboration [4]. It should be noted that

H1 had little data in the higher ξ range (ξ & 0.01) which is probed in diffractive

Z boson production at the Tevatron [33]. The normalisation of the reggeon flux
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Quantity Value

αIP 1.20

αIR 0.57

α
′
IP 0.26

α
′
IR 0.90

BIP 4.6

BIR 2.0

CIR 48

Table 2.1: The default parameters in POMWIG

is therefore one of the largest uncertainties in the predictions of POMWIG in the

Tevatron kinematic range. The pomeron structure function was fitted to data, and

a pion structure function was used for the reggeon [35]. Throughout this analysis,

the POMWIG default parameters (Table 2.3) are used. H1 produced three sepa-

rate pomeron structure function fits: the default fit, known as ‘fit 2’, is used in the

analysis; ‘fit 3’, which has a larger gluon content at high β, is used to cross-check

the systematic uncertainties (Sections 5.6.3 and 5.6.4).

Diffractive W and Z boson production can be, with large statistics, a sensitive

probe of the structure of the pomeron (and reggeon in the higher ξ region). At

leading order (LO), diffractive W and Z bosons are produced from a quark in the

pomeron or reggeon. At next to leading order (NLO), a gluon from the pomeron

or reggeon splits into a qq pair before the interaction (Fig. 2.7).

There has been only one prediction of the cross section for diffractively pro-

duced Z bosons, by Bruni and Ingelman in 1993 [36]. In the kinematic range

37



�

�

�

�

(a) LO: qq→ Z

�
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�

(b) NLO: q g→ q + Z

Figure 2.7: Leading order and next-to-leading order diagrams for diffractive Z

boson production
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√
s = 1.8 TeV, ξ < 0.1 and |t| < 1 GeV2, and with the requirement that the

two muons have |η| < 3 and pT > 20 GeV, they predict that the cross section

times branching ratio for diffractive Z → µ+µ− production is 28 pb for a quark-

dominated pomeron, 1 pb for a pomeron made of hard gluons, and 0.4 pb for a

pomeron made of soft gluons. The corresponding diffractive fractions are 13%,

0.5% and 0.2% of their total Z → µ+µ− cross section. These predictions did not

include an estimate of gap survival probability, however. This is discussed in the

following section.

2.3.1 Rapidity gap survival

The Collins factorisation theorem [3] which allows diffractive pdfs to be defined

does not apply in hadron-hadron collisions. The reason for this ‘factorisation

breakdown’ is generally accepted to be due to collisions between spectator par-

tons in the colliding protons, causing the outgoing proton to dissociate and there-

fore destroying the proton and the rapidity gap [37, 38, 39]; it is given the name

‘gap survival probability.’ This would seem to imply that POMWIG cannot be

used at the Tevatron. In diffractive dijet production at the Tevatron, for exam-

ple, POMWIG has been shown to overestimate the magnitude of the cross section

by a factor of approximately 10 [40, 41]. However, the kinematic distributions

of quantities such as the rapidities and ET of the jets are correctly predicted by

POMWIG, albeit within large uncertainties. This suggests that gap survival can

be accounted for by an overall multiplicative factor: in the case of diffractive dijet

production, the gap survival probability is s ∼ 0.1. It is one of the aims of this

thesis to assess the extent to which gap survival probability is process-specific;

it is the first comparison of diffractively produced electroweak boson data with a
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Monte Carlo simulation that uses the H1 diffractive parton distributions.
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Chapter 3

The DØ Experiment at the Tevatron

3.1 The Tevatron Accelerator

The Tevatron, 40 miles west of Chicago, is a synchrotron accelerator that collides

protons with antiprotons. At
√

s = 1.96 TeV, it has the highest centre of mass en-

ergy of any accelerator currently operating in the world, and it generates collisions

at an average rate of 1.7 million times per second. The Tevatron accelerator com-

ponents are housed in a tunnel with a circumference of about 6 km underneath the

restored prairie lands at the Fermi National Accelerator Laboratory (Fermilab) in

Batavia, Illinois. The Fermilab chain of accelerators is shown in Figure 3.1.

At the beginning of the Tevatron chain is a bottle of hydrogen gas, about the size

of a fire extinguisher, inside the Cockcroft-Walton accelerator. The Cockcroft-

Walton turns hydrogen molecules into H− ions and accelerates them through a

series of potential differences to an energy of 750 keV. After this is the Linac,

a long line of radio frequency (RF) cavities: these are tubes separated by gaps,
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Figure 3.1: The Fermilab accelerator complex

with an alternating electric field at low frequency. The field is aligned to give

a positive gradient in the gaps, accelerating the particles and forcing them into

discrete groups called bunches [42]. The bunched ions are accelerated by the

Linac to 400 MeV, stripped of their electrons, and injected into the Booster, which

is a small synchrotron accelerator that accelerates the protons to 9 GeV.

The proton bunches enter the Main Injector, a larger synchrotron with two modes:

in the first, protons are accelerated to 120 GeV and sent to the p source; in the

second, they are accelerated to 150 GeV and injected into the Tevatron ring or

fixed target experiments. Antiprotons are created by firing protons into a nickel

target, using tens of thousands of protons to produce each one. The antiprotons are

accumulated and stored at 9 GeV until they are needed for a period of collisions,

known as a store, for which they are sent to the Main Injector for acceleration to
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150 GeV and injection into the Tevatron ring [43]. Inside the Tevatron a set of RF

cavities accelerates the p and p beams to 980 GeV by boosting the particles when

they pass; the field frequency is matched to the increasing rotational frequency of

the beam.

The Tevatron magnets are superconducting. Dipole magnets deflect the beam into

a circular path by exerting a horizontal Lorentz force F = q v × B, where q is the

charge and v × B is the vector cross product between the velocity and magnetic

field. The magnetic field is increased to match the increasing particle energy.

Quadrupole magnets focus the beam by deflecting stray particles back into the

correct path. There are also sextupole magnets for higher order corrections.

Each beam has 36 bunches distributed in three groups of 12 called superbunches.

The relative position of the bunches is marked by time periods of 132 ns called

ticks, of which there are 159 in the ring. Within a superbunch, the bunch spacing

is three ticks (396 ns, which corresponds to about 120 m). The beam structure is

illustrated in Figure 3.2.

The p and p beams are kept apart in a helical orbit everywhere except the two

interaction regions. These are named by their locations on the ring: DØ, where

there is a detector of the same name and BØ, where there is the Collider Detec-

tor at Fermilab (CDF). This analysis uses data taken by the DØ detector during

Run II. The official start of Run II was March 2001. For Run II the Tevatron has a

higher centre of mass energy (
√

s has increased from 1.8 to 1.96 TeV), increased

luminosity, and decreased bunch crossing spacing (from 3.5 µs to 396 ns), and

many parts of the DØ and CDF detectors have been replaced.
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Figure 3.2: The Tevatron beam structure, showing the three superbunches each

with 12 bunches
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3.2 The DØ Detector

Figure 3.3: Diagram of the DØ detector

The DØ detector is nearly four storeys high and surrounds a 20 m section of the

beam on the east side of the Tevatron ring (Fig. 3.3). There are several concentric

layers, including a tracking system, with two detectors and a solenoid magnet; a

calorimeter; and a muon detector system with a toroid magnet. There is a forward

proton detector to detect outgoing intact beam particles located at a distance of

several metres along the beam line in either direction.

DØ uses a right-handed coordinate system in which the z-axis points along the

proton beam direction, toward the south end of the detector. North and south are

used to denote the outgoing p and p directions respectively. The x-axis is in the

horizontal plane, pointing out of the Tevatron ring (east) and the y-axis points

upwards. The azimuthal angle φ ranges from 0 − 2π. The detector coordinate
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system is centred on (x, y, z) = (0, 0, 0), and the ‘physics’ coordinate system is

centred on the interaction vertex.

The detector subsystems are described in the following sections. More details on

all aspects of the DØ detector can be found in [44].

3.2.1 Tracking system

The central tracker is the first system encountered by particles that emerge from

the beryllium beam pipe, measuring the trajectories of charged particles in a mag-

netic field. There is an inner detector, the silicon microstrip tracker (SMT), an

outer detector, the central fiber tracker (CFT) and a superconducting solenoid

magnet which encloses them (Fig. 3.4).

The SMT is a high resolution detector surrounding the interaction region. It is

constructed in two parts: barrels, which are cylinders around the beam pipe, and

discs, which are transverse to the beam (Fig. 3.5). The six barrels are arranged

longitudinally along the interaction region. Each has four concentric detector lay-

ers, of which some are single-sided and some double-sided. There are 12 small

discs with double-sided detector wedges called F-disks in the central region and

four large discs with back-to-back single-sided wedges, H-disks, in the forward

region. The outer radius of the barrel sections and F-disks is about 10 cm, and for

H-disks it is 26 cm. The pseudorapidity coverage is |η| . 2.5.

Each detector layer is a thin wafer of silicon with parallel strips across its surface.

Single sided layers have only an n-side, a surface with a positive voltage bias and

n-type doping to increase the number of mobile electrons. Double sided layers

also have a p-side, which are doped to increase the number of positive electron
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Figure 3.4: The central tracking system, consisting of the silicon microstrip

tracker, central fiber tracker and solenoid magnet. Other detectors are also shown.

1.2 m

Figure 3.5: The silicon microstrip tracker
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holes and have a negative voltage applied. When a charged particle passes through

the silicon it creates electron-hole pairs: the electrons collect on the n-side and the

holes on the p-side. The charge is sampled by ‘SVXIIe’ chips mounted directly

on the detector. The SMT is cooled to less than about 5◦C to reduce radiation

damage.

The CFT spans the region 20 − 50 cm from the beam pipe and |η| . 1.7. It has

scintillating fibres arranged in doublet layers: two layers of fibres, where one is

offset from the other so as to leave no gaps. There are eight concentric cylinders

in the CFT, each of which has an axial doublet layer and a stereo doublet layer

at either +3◦ or -3◦. The scintillating fibres are made of polystyrene and double

clad in acrylic and flouro-acrylic, with mirrored coating at one end. The cladding

materials have lower refractive indices than the polystyrene. Excited atoms in

the fibres emit yellow-green light, which is trapped and reflected to the read out

ends and taken by clear waveguides to the visible light photon counters (VLPCs).

These are avalanche photodiodes that convert the photons into a charge signal,

which is read out with SVXIIe chips.

The superconducting solenoid is nearly three metres long, with an inner diameter

of about a metre. The field is about 2T, axial and uniform over most of the tracking

volume.

The detector signals (hits) in the tracking system are used to reconstruct the paths

of charged particles, for calculation of particle momenta, particle identification

and reconstruction of the position of the interaction vertex or vertices. The track-

ing system can measure the z position of the primary vertex with a resolution of

about 35µm. The momentum of a particle with charge e in a magnetic field B is

determined from the radius of curvature of its trajectory R by equating the Lorentz
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force and the centripetal force mv2/R. This yields the relationship p = eBR. High

momentum charged particles have almost straight tracks, so it is more difficult to

determine R and the momentum uncertainty is greater.

3.2.2 Preshower detectors

The central and forward preshower detectors measure the energy and position of

particles before they enter the calorimeter, improving the energy resolution and

detecting low pT electromagnetic showers. The central preshower is mounted on

the outside of the solenoid (|η| < 1.3), and the forward preshower on the calorime-

ter end caps (1.5 < |η| < 2.5), as shown in Fig. 3.4. They are made of scintillating

strips read out by VLPCs. The preshower detectors are not used in this analysis.

3.2.3 Calorimeter

The DØ calorimeter system measures particle energy by inducing showering in

its dense material layers. The three main parts are the central calorimeter (CC),

which encircles the interaction region up to |η| ≈ 1, and the two end calorimeters

extending to |η| ≈ 5, which are called ECN and ECS at the north and south ends.

Each is enclosed in a separate cryostat. There is some detector coverage between

the main calorimeters from the massless gaps (CCMG and ECMG) and intercryo-

stat detector (ICD). All of the calorimeter detector systems are from Run I except

the ICD.
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Calorimeter geometry

The fine segmentation of the calorimeter allows shower position and shape mea-

surement. Radially, it is several layers deep: starting from the inside these are

the electromagnetic section (EM) which has 4 layers; the fine hadronic section

(FH) with 2 − 4 layers; and the coarse hadronic section (CH) which has 1 − 3

layers. Each layer is divided into small units called cells. Most cells have an area

∆η×∆φ = 0.1×0.1. This geometry, with towers of cells radiating from the centre

of the detector, is known as pseudo-projective because the cells lie along lines of

pseudorapidity but their boundaries do not (Fig. 3.6).

Each cell has the unique detector coordinates (layer, ieta, iphi), where ieta and

iphi are integers corresponding to location in η and φ. In general, each ieta value

corresponds to a detector η width of ∆η = 0.1. The range is from −37 to 37 with

no null value. Similarly, iphi ranges from 1 − 64 and each integer corresponds

to a detector φ width ∆φ = 2π/64 ≈ 0.1. There are two regions where the cells

have different sizes. In the forward region |η| > 3.2 the cells are larger in ∆η

because of the diminishing physical size of pseudorapidity units (Table 3.1), and

their azimuthal width doubles to ∆φ = 0.2. In the central region |η| < 2.6 the third

EM layer is divided more finely with ∆η × ∆φ = 0.05 × 0.05. This is to define the

EM showers more precisely at the depth of their maximum energy deposition.

Figure 3.7 illustrates the calorimeter geometry. Towers are drawn as an ieta−layer

projection, demonstrating the correspondence between ieta and detector η and

the coverage of the various layers. The CCCH is the central calorimeter coarse

hadronic region. The end calorimeter hadronic region has three concentric cylin-

ders around the beam pipe: the inner module (ECIH) at highest pseudorapidity,
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Figure 3.6: The calorimeter (quarter cut-away view)
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|ieta| |η| range

1 0.0 − 0.1

2 0.1 − 0.2

.. ..

32 3.1 − 3.2

33 3.2 − 3.42

34 3.42 − 3.7

35 3.7 − 4.1

36 4.1 − 4.45

37 4.45 − 5.2

Table 3.1: Pseudorapidity coordinate ieta in the calorimeter

which has up to four hadronic layers and one coarse hadronic layer, the middle

module (ECMH) which has four fine hadronic layers and one coarse hadronic

layer, and the outer module (ECOH) which has up to three coarse layers.

The calorimeter has the furthest reach in pseudorapidity of all the central DØ

systems. Only the Forward Proton Detector (Sec. 3.2.6) has higher η coverage.

As shown in Figure 3.7, the EM layers extend to |η| = 4.1, the first two FH layers

to |η| = 4.45, and the last two FH layers and one CH layer extend to |η| = 5.2.

Calorimeter Cells

A typical calorimeter cell is shown in Figure 3.8. The cell is filled with liquid

argon, with an absorber plate connected to ground and a readout plate at +2.0 kV.

A charged particle passing through the cell leaves a trail of ionisation in the liquid
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Figure 3.7: Projection of the calorimeter towers in the ieta − layer plane
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Figure 3.8: A typical calorimeter cell

argon, and the electrons drift to the readout plate. The dense absorber induces

showering so all the energy of the incident particle is measured. The absorber

in the EM is uranium, in the FH it is uranium-niobium alloy, and in the central

and end CH it is copper and stainless steel respectively. The liquid argon gaps

are 2.3 mm wide, with an electron drift time of 450 ns. The absorber plates are

3-6 mm wide in the EM and FH layers and about 47 mm wide in the CH so as

to ensure all the energy is sampled within the calorimeter. For the readout, drift

electrons induce a charge on copper pads etched onto a fiberglass board (G10)

with a resistive coat of epoxy.

Calorimeter electronics

Each calorimeter cell is a capacitor. The charge is sent to a preamplifier which

amplifies and shapes the signal so that all channels have a similar shape: the

charge rises during the drift time 450 ns and decays over a period of about 15 µs,

which is about three quarters of the Tevatron cycle. The drift time is longer than
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the bunch spacing (396 ns), and all of the calorimeter electronics are new for

Run II to meet the demands of the increased crossing rate.

The preamplifier output is sent to a baseline subtractor (BLS) board, which per-

forms several functions. A shaper circuit takes the first two thirds (260 ns) of the

signal and produces a shorter signal that peaks 320 ns after the interaction and de-

cays over three bunch crossing (BX) periods. The shaper signal is sampled every

tick (132 ns) with every third sample occurring at the peak. The samples are used

for baseline subtraction. Baseline subtraction compensates for pile-up, which is

signal from previous interactions. The baseline is the stored sample from the pre-

vious bunch crossing, three ticks before the current signal. The subtraction can

result in negative energy signals for the channel. The BLS board sends the signal

to be digitized for readout.

Cells are subjected to zero suppression to reduce the amount of information recorded

for each interaction. Each cell is monitored during beam collision time, and the

signal is only stored if it is at least 1.5σ from the mean of the noise. During data

processing the ‘T42’ algorithm performs a more sophisticated level of suppres-

sion [45]. Cell are kept if the signal is 4σ from the mean, or if they are a nearest

neighbour of these with a signal 2.5σ from the mean. Cells with negative energies

are discarded.

Massless gaps and intercryostat detector

The massless gaps are individual calorimeter cells positioned inside the cryostats

before the first absorber layers. They cover the region 0.8 . |η| . 1.4. The

intercryostat detector (ICD) is mounted on the calorimeter end caps in the region
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1.1 < |η| < 1.4. It is made of scintillating tiles, which are read out by wavelength

shifting fibres connected to photomultiplier tubes (PMTs). The massless gaps and

ICD provide information on shower energy in the regions between the central and

end calorimeters.

3.2.4 Luminosity Monitor

The Luminosity Monitor (LM) detects charged particles in the forward region to

determine the luminosity of the experiment. It comprises two detectors and a

logic system. Each of the detectors is an array of 24 plastic scintillator wedges

and photomultiplier tubes (Fig. 3.9) situated near the beam pipe at approximately

±140 cm from the centre of DØ. They are mounted on the calorimeter end caps

(Fig. 3.4) and cover the pseudorapidity region 2.7 < |η| < 4.4. Chapter 4 describes

the first measurement of the LM efficiency for Run II.

Figure 3.9: One detector of the Luminosity Monitor (r-φ view), showing the scin-

tillator wedges, photomultiplier tubes and central beam pipe
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3.2.5 Muon detector system

The muon system is the outermost detector system. It is cuboid with three layers

named A, B and C, where A is the innermost, and toroid magnets between the A

and B layers. There are layers of scintillators for timing measurements and wire

drift chambers for tracking. It is divided into a central region (|η| < 1.0) and two

forward regions (1.0 < |η| < 2.0).

The tracking system comprises proportional drift tube (PDT) detectors in the cen-

tral region, mini drift tube (MDT) detectors in the forward region, and the toroid

magnets. The tubes are arranged inside large drift chambers (Fig. 3.10). Each

chamber in the A-layer has four decks of tubes, except those in the bottom A-

layer which have three, and chambers in the B- and C-layers have three decks.

There is a region in the bottom A-layer, with 4.25 < φ < 5.15 and |η| . 1.25,

which has no detectors due to the calorimeter support structure.

PDT detectors are aluminium enclosures with an anode wire at the centre (at

4.7 kV) and two cathode pads above and below (at 2.3 kV), filled with a gas

mixture that is predominantly argon. The MDT detectors are tubes with eight an-

ode wires and an outer cathode structure at −3.2 kV. They are filled with a gas

mixture that is predominantly tetrafluoromethane. Charged particles ionise the

gas and electrons drift to the anodes. Signals from the anode wires are amplified,

discriminated, and sent to digitisation boards.

The central toroid is a square annulus surrounding the central A-layers, about 3 m

from the beam pipe and over a metre thick. The end toroids are squares with

dimensions 8 m × 8 m × 1.5 m. The magnetic field is about 1.8 T.

Hits in the muon tracking system are combined with information from the cen-
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tral tracker to identify muons and measure their momenta in the presence of the

toroidal magnetic field. The A-layer hits are matched to a central track to confirm

the muon position, and compared with hits in the B and C layers to determine

the path deflection. Thus the muon system provides muon identification and an

independent measurement of the momentum from the central tracking system.

The scintillating counters are finely segmented detectors that are used for trigger-

ing and for rejecting ‘out-of-time’ backgrounds. In the central region there are

two groups: in the A-layer are the Aϕ counters, and in the C-layer and bottom

section of the B-layer there are the outer counters. In the forward region there

are pixel counters in all three layers. Each counter is a sheet of scintillator that

emits blue light, with embedded wavelength shifting fibres (or bars, in the pixel

counters) to transport the light to photomultiplier tubes.

Two sources of out-of-time backgrounds are early hits from upstream beam losses

in the tunnel, and late hits from beam remnants scattering off the edges of the

calorimeter. The scintillator counters provide absolute time measurements to re-

ject these signals. In addition, muons originating from cosmic rays can come

through the detector at any time. They hit the upper part of the detector and then

the lower, in contrast to muons from a collision which hit the upper and lower sec-

tions at the same time, and can be rejected by requiring the difference between the

scintillator times measured in the upper and lower sections to be approximately

zero.

The muon system is protected from upstream showering in the beam pipe with

shielding made from iron, polystyrene and lead. The shielding extends from the

outer edge of the calorimeter to the end of the DØ collision hall.
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Figure 3.10: Exploded view of the muon tracking chambers

3.2.6 Forward Proton Detector

The Forward Proton Detector (FPD) detects intact protons from elastic and diffrac-

tive scattering. It is a series of momentum spectrometers that make use of accel-

erator magnets in conjunction with position detectors along the beam line [46].

In total the FPD has nine spectrometers, each comprising two scintillating fibre

tracking detectors, that can be moved to within a few millimetres of the beam.

Reconstructed particle four-vectors are used to calculate ξ and t of the scattered

protons (Section 2). The FPD has been used in measuring dσ/dt for elastic scat-

tering [47], and is currently being commissioned for use in diffractive analyses.
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3.3 Triggering

The DØ trigger system selects events from the collision rate of 1.7 MHz to be

written to tape at a rate of 50 Hz. An event is a bunch crossing time window

in which the detector signals are read out, in which there may or may not be an

interaction. There are three trigger stages with increasing levels of sophistication

and decreasing event acceptance rates.

The first stage is Level 1 (L1), a fast hardware trigger with 256 binary channels

called the L1 And/Or terms. Each has a loose (unrestrictive) requirement such

as a small amount of energy in the calorimeter or a few tracking hits, and if the

condition is met the channel is set to unity. The terms can be combined for more

complicated requirements. The Level 1 decisions reduce the event rate to about

1.5 kHz. Events accepted at L1 pass to Level 2, which reconstructs simple physics

objects from different sub-detectors and reduces the event rate further to about

850 Hz [48]. Events accepted at L2 have all the detector elements read out for the

Level 3 decision. The L3 algorithms for reconstructing physics objects are similar

to those used in offline reconstruction for physics analysis.

Triggers combine requirements from one or more of these levels to select different

types of interaction. Every trigger includes three L1 exposure terms, which ensure

the event is within a bunch crossing time window, that L1 is ready to make a

decision, and that zero suppression is enabled in the calorimeter. Most physics

triggers require several other terms. Four examples are decribed below. The first

two are used by the experiment for measuring luminosity (Sec. 4.2) and all are

used in this thesis.

zero bias The zero bias trigger selects events from random bunch crossings. This
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trigger does not require beams to be colliding: empty bunch crossings are

read out and can be used for detector noise studies.

minimum bias The minimum bias trigger requires that the L1 term FastZ is set,

which is a coincidence in the Luminosity Monitor (described in Section 4).

This trigger selects soft inelastic collisions.

JT 15TT At L1, the JT 15TT trigger requires two calorimeter trigger towers with

ET > 3 GeV. Trigger towers are made from a fast readout of the calorimeter

signals and have ∆η×∆φ = 0.2× 0.2. This trigger also requires that at least

one jet with ET > 15 GeV is found at L3.

2MU A L2M0 The dimuon trigger 2MU A L2M0 requires two hits in the muon

scintillators at L1, and at least one ‘medium’ quality muon (Section 5) found

at L2.

The conditions for many triggers accept large numbers of events that would over-

whelm the data storage rate, so there are prescale factors for these. Prescales

reduce the rate by selecting a preset fraction of the events. These are changed for

each trigger as the store progresses and the instantaneous luminosity decreases, to

optimise the recorded rate for various types of interaction. All trigger term results

are read out with the event information, and prescales are stored for luminosity

calculations.
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Chapter 4

Efficiency of the Luminosity

Monitor

The primary purpose of the Luminosity Monitor (LM) is to count inelastic pp col-

lisions in order to calculate the integrated luminosity of the experiment. Diffrac-

tive physics analyses also use the LM output for triggering, to collect events with

rapidity gaps. The LM system has been almost completely replaced for Run II.

The two detectors are new, and the electronics remain from Run I with reduced

functionality: previously the output included the number of sections hit on each

side, but at the time of this analysis there is just a binary signal for each detector.

This section describes the first measurement of the efficiency of the Luminosity

Monitor in Run II [49]. This contributed to an overall effort in 2003 to determine

each factor in the luminosity calculation of the experiment [50].
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4.1 LM And/Or Terms

The LM has two detectors, North and South, covering the range 2.7 < |η| < 4.4.

Each detector has 24 scintillator wedges with PMTs, from which the charge is

summed, amplified and discriminated (converted to digital by applying a thresh-

old). The signals are used as input for several Level 1 And/Or terms of which five

are relevant here. Two correspond to the detectors N and S , referred to here as the

detector terms. The others, timing terms, are assigned by the difference in time of

arrival between the North and South signals.

If both detectors are hit the time difference gives the longitudinal position of the

collision. For an interaction occuring at zvtx the North and South signals arrive at

tN = t0 +
l + zvtx

c

tS = t0 +
l − zvtx

c

where l is the distance of the detectors from the centre of the interaction region

(140 cm). The time difference ∆t = tN − tS is proportional to the z position of the

interaction, ∆t = 2 zvtx/ c.

An inelastic collision at the centre of the interaction region has ∆t ≈ 0, and this

is referred to as a coincidence. In this case the timing term called FastZ is set

(‘fired’), which is used for the luminosity calculation, the minimum bias trigger

and some other physics triggers. In addition zvtx is stored in five And/Or terms, and

if there are multiple interactions zvtx is the average position of the vertices. When

one detector signal arrives significantly before the other this is consistent with

beam losses, known as halo. Losses occur when upstream beam particles scatter

from residual gas molecules, other beam particles, or accelerator components,
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causing showering into the DØ detector. Muons from these showers are very

penetrating and they can hit both LM detectors. These events trigger the timing

terms for halo: if South is hit before North it fires AHalo, and if North is first, it

fires PHalo. Only the first hit to each detector is recorded so an event can fire at

most only one of FastZ, AHalo or PHalo. A consequence is that if there is an

early hit from beam losses before an inelastic collision the event is categorised as

halo. There are gaps between the classification ranges, so some events in which

both detectors were hit do not fire a timing term. The detector and timing terms

are summarised in Table 4.1.

L1 term Detectors fired Vertex position (cm)

N North n/a

S South n/a

FastZ North & South |zvtx | < 97

AHalo North & South 116 < zvtx < 166

PHalo North & South −166 < zvtx < −116

Table 4.1: Luminosity Monitor L1 And/Or terms

4.2 Cross Sections and Luminosity

A cross section for a given type of interaction may be defined as

σ =
dN
dt
· 1

� (4.1)

where dN/dt is the rate of interactions and
�

is the instantaneous luminosity.

Some of the parameters that affect the luminosity are experimental design choices
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such as bunch crossing frequency, number of bunches, and ‘focal length’ of the

quadrupole magnets next to the interaction region. Others vary by crossing, such

as the number of beam particles per bunch, bunch length and transverse bunch

size. The beam properties are not known sufficienctly precisely to calculate the

instantaneous luminosity so it is measured with the LM from collision data.

Determining instantaneous luminosity uses Eq. 4.1 for inelastic pp collisions:

�
=

1
σe f f

dNmeas

dt

where σe f f is the effective inelastic cross section, known at DØ as the luminosity

constant, and dNmeas/dt is the rate of inelastic collisions measured with the FastZ

term. The effective cross section includes factors for the LM efficiency εLM and

geometric acceptance ALM,

σe f f = εLM ALM σinel .

Instantaneous luminosity decreases during a store because the number of beam

particles decreases. It is calculated in units of time called luminosity blocks (LB),

which are 60 or fewer seconds long. Over this short time it is assumed that the

instantaneous luminosity is constant, so the expression
∫ �

dt =
�
∆t holds for

each tick in each LB. Many ticks have no beam, but ticks that do have beam have

different luminosities because the number of beam particles in each bunch varies.

The rate of interactions in a particular tick in an LB is given by

(

dNmeas

dt

)

tick,LB

= µtick,LB × f

where µ is the average number of interactions per tick and f is the frequency

of the tick, the Tevatron rotational frequency 47.8 kHz. The average number of
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interactions per tick is derived from the FastZ rate through Poisson statistics,

because the number of times that FastZ fires in a tick over one LB is a measure

of the probability of at least one interaction occcuring,

(

NFastZ

Nticks

)

tick,LB

= P(n > 0) ,

where n is the number of interactions, and this is related to µ with

P(n) = µ
n

n! e−µ

P(n > 0) = 1 − P(0) = 1 − e−µ .

So the integrated luminosity for a LB is a sum over all the ticks, calculated with

the FastZ rate in each tick and the luminosity constant. For a cross section mea-

surement all the luminosity blocks that the analysis triggers are exposed to are

added together, taking into account the prescale factors of the triggers, to give the

total integrated luminosity. Luminosity blocks are too small for normal reference

to data periods, so the next largest unit is the run. A run is up to four hours in

length, but may be shorter if beam or detector conditions necessitate a break in

recording data. A store is about one day in length.

The measurement of the LM efficiency is described here. The determination of

the acceptance and inelastic cross section are included for completeness.

4.2.1 Inelastic pp cross section

Inelastic pp interactions may be divided into the following categories, which have

different characteristics with respect to proton dissociation and rapidity gaps:
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Single Diffraction (SD) p + p→ p + X (and charge conjugate)

In single diffraction, one of the protons emits a pomeron and stays intact,

and the pomeron scatters with the other beam proton. The particles in the

system X are boosted along the collision axis, and there is a forward rapidity

gap in the region of the intact proton (Fig. 4.1(a)).

Double Diffraction (DD) p + p→ X + Y

Double diffractive interactions have a central rapidity gap: a pomeron is

exchanged and both protons dissociate (Fig. 4.1(b)).

Double Pomeron Exchange p + p→ p + X + p

In double pomeron exchange both protons emit a pomeron and remain in-

tact. The two pomerons scatter, producing a central system with rapidity

gaps in both forward directions.

Non-diffraction (ND) p + p→ X

In non-diffractive interactions, both protons dissociate and particles are pro-

duced without any rapidity gaps.

�

�

�

(a) SD

�

�

(b) DD

Figure 4.1: Diagrams of single diffraction and double diffraction
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The inelastic pp cross section is determined from measurements at
√

s = 1.8 TeV

by the E811 and CDF experiments at Fermilab. The two disagree at the level

of 2.8σ [50] and are averaged using the PDG prescription for non-compatible

measurements. The average is scaled to
√

s = 1.96 TeV with the result

σinel = (60.7 ± 2.4) mb (
√

s = 1.96 TeV) .

Details are in [51].

The CDF experiment measured two components of the inelastic cross section, for

single diffractive and double diffractive interactions:

σS D = (9.6 ± 0.5) mb (
√

s = 1.8 TeV)

σDD = (7.2 ± 2.0) mb (
√

s = 1.8 TeV)

These were not scaled to 1.96 TeV because the uncertainties are larger than the

scaling factor, and the energy dependence of diffractive cross sections was con-

sidered to be not sufficiently well understood.

4.2.2 LM acceptance

The LM acceptance is defined as the fraction of inelastic events in which at least

one charged particle hits each detector, and it is calculated with Monte Carlo event

generators. Acceptance varies from process to process because of the different

number and rapidity distributions of particles. The inelastic cross section is di-

vided into three parts: single diffractive (SD), double diffractive (DD) and non-

diffractive (ND). It is assumed there is negligible acceptance for double pomeron

exchange. Thus the acceptance is defined as

ALMσinel = AS DσS D + ADDσDD + ANDσND
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where the non-diffractive cross section is σND = σinel − σS D − σDD .

The acceptances are determined using an average of two Monte Carlo generators:

PYTHIA [52] with the full detector simulation, and MBR [53] with a parame-

terised detector model. The results are in Table 4.2. The single diffraction accep-

tance is reasonably large, because the rapidity gap can be smaller than the range

of the LM and because particles can scatter into the gap. The result for the cross

section times acceptance is

A σ = 50.58 ± 3.01 mb .

Process Acceptance

Non-Diffractive 0.982 ± 0.013

Single Diffractive 0.313 ± 0.137

Double Diffractive 0.624 ± 0.130

Table 4.2: LM detector acceptances for different components of the inelastic pp

cross section. The uncertainties are assigned according to the various predictions

of the Monte Carlos used [50].

4.3 LM Efficiency

The LM efficiency is the fraction of inelastic events within acceptance in which

FastZ fires, which includes two components. The first is the detector efficiency

for the charge from a particle hitting the North or South detector to pass the dis-

crimination threshold (Section 4.3.1). The second is the efficiency, in events in
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which both detectors fire, for the vertex to be reconstructed within the ±97 cm

range of FastZ. This is the classification efficiency (Section 4.3.4).

4.3.1 Detector efficiencies

Events are determined to be within acceptance by using the calorimeter to measure

energy deposited behind each LM detector. The energy of a cell is added to the

forward energy sum Esum (North or South) if it passes the following selection

requirements:

• EM layers

• 2.7 < |ηcell | < 4.1

• Ecell > 100 MeV.

The data were collected with the zero bias trigger during the period 24th April

– 24th June 2003. Runs defined as bad by the Jet/Missing ET and Calorimeter

groups are excluded, leaving a data sample of about 1.6 M events. Events that fire

PHalo or AHalo are also excluded.

The events are divided into the four possible combinations of North and South

detector signals. These are classified as follows: firstly, in the N·S events both

detector terms have fired and thus are defined as efficient. In N·S and N·S events

either one of the detectors is inefficient or only one detector is hit; the latter are

single diffractive interactions or empty bunch crossings in which halo hits one

detector. The last group, N·S , are empty bunch crossings and some inefficienct

events: both detectors inefficient, or single diffractive with one detector inefficient.
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The categories are summarised in Table 4.3. They are referred to as the ‘efficient’,

‘inefficient+SD’ and ‘noise’ samples respectively.

Sample A/O terms Events

Efficient N·S • Both detectors efficient

Inefficient+SD N·S • One detector inefficient

N·S • SD hits one detector (not inefficient)

• Halo hits one detector (not inefficient)

Noise N·S • Both detectors inefficient

• SD + one detector inefficient

• Empty bunch crossing (not inefficient)

Table 4.3: Summary of event samples

The energy sum for efficient events is shown in Figure 4.2, with the North side in

the upper figure and the South side below. The data extend to very high energies,

and the distribution is exponential over most of the range.

The next group, inefficient+SD, are shown in Figure 4.3. The upper figure shows

the North energy in N·S events, and the lower shows the South energy in N·S

events. These are peaked at low energy and show a similar shape to the efficient

sample in the rest of the range. It is a two component mixture: events with very

little forward activity (single diffractive, or empty bunch crossings) and events

with proton dissociation where the detector is inefficient. Overlaid on the figures

are the North and South energy sums in the noise sample. This is dominated by

events with very little forward energy. The noise distribution has been scaled such

that the two are normalised at the first bin.
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Figure 4.2: Esum for the efficient sample N·S
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Figure 4.3: Esum for the inefficient+SD samples (a) N·S and (b) N·S and the noise

sample N·S , normalised at the first bin.
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The number of inefficient events in the inefficient+SD samples is estimated in two

ways which are described in the following sections.

Subtraction method

In the first method the noise distribution is simply subtracted from the ineffi-

cient+SD distribution. The results are shown in Figure 4.4. The efficiency of the

North detector given that the South is on, (εN,S )sub, is calculated from the num-

ber of entries in the North subtracted distribution and the number in the efficient

sample:

(εN,S )sub =
Nefficient

Nefficient + NNorth subtracted
. (4.2)

This is referred to as the subtracted efficiency. It is similarly repeated for the South

side.

This is an upper limit for the efficiency. There may be some additional inefficient

events that are not counted because their energies are below the calorimeter cell

energy threshold. The next section describes the method to find the lower limit

for the efficiency.

Extrapolation method

The subtracted distribution is fitted with a sum of two exponentials over the range

1.5 − 20 GeV. The fit function is drawn in Figure 4.4 along with one of the ex-

ponentials to illustrate the change between the two. The function is extrapolated

to the y-axis and in the region with Esum < 1.5 GeV the integral is used as the

number of inefficient events. Above this boundary the integral of the histogram is

used as before. The two parts are added together to give the extrapolated sample,
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Figure 4.4: Esum for the (a) North and (b) South subtracted histograms. The fit

function is the sum of two exponentials, in the range 1.5-20 GeV. One exponential

is shown as a dashed line.
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from which the extrapolated efficiency (εN,S )ext is derived:

(εN,S )ext =
Nefficient

Nefficient + NNorth extrapolated
.

The extrapolated and subtracted results are used as lower and upper bounds for

the detector efficiencies:

96.6% < εN,S < 97.2%

94.7% < εS ,N < 95.6% .

The bounds are used as an estimation of the systematic uncertainty; statistical

uncertainties are an order of magnitude smaller.

4.3.2 Parameter variation

The stability of the measurement is checked with variations in the analysis. The

first change excludes events from the noise sample that have a vertex. This is to

ensure that the efficiency is not overestimated because real energy in the noise

sample would give too large a subtraction from the inefficient+SD distribution,

and the inefficient sample would be too small. A typical definition of a good

primary vertex is one that has at least three matched tracks. In a sample of more

than 0.8M N·S events, none has a vertex that passes this requirement. Events that

have vertices with two matched tracks are excluded from the sample and this has

negligible effect on the result:

96.6% < εN,S < 97.1%

94.6% < εS ,N < 95.5%
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The parameters are varied for the energy sum and the bunch crossing position

with respect to the superbunches. The bunch crossing position tests the effect of

pile-up from previous interactions and the resulting baseline subtraction in the

calorimeter. This can be different in the first and last ticks of the superbunches

because of the varying probability of energy signals from previous interactions

overlapping the event.

There are also variations in the subtraction method, by altering the bin used for

normalising the two samples and the bin width of the distributions. Changing

the bin for normalisation results in negative entries in the subtracted distribution,

which are not included in the integration. The parameter sets are summarised

below, and the results are shown in Fig. 4.5. The upper and lower limits of the

error bars correspond to the subtraction and extrapolation methods respectively.

1. Original parameters

2. Events with vertices excluded from noise sample

3. Pseudorapidity range of Esum is 2.8 < |η| < 3.7

4. Pseudorapidity range is 2.6 < |ηcell | < 4.1

5. Cell energy threshold is 50 MeV

6. Cell energy threshold is 200 MeV

7. First tick of superbunches

8. Last tick of superbunches

9. Normalise noise distribution to 2nd bin of inefficient+SD sample
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10. Normalise noise distribution to 3rd bin

11. Normalise noise distribution to average of 1st and 2nd bin

12. Bin width is 100 MeV

Figure 4.5: Effect of parameter variations on North and South detector efficiencies

The parameters of the extrapolation method, the fit range and the dividing line

between integration of the fit function and histogram, are also varied (Fig. 4.6).

The results are consistent with the measurements shown in Fig. 4.5.

13. Fit range is 2.5–20 GeV

14. Fit range is 1.5–10 GeV

15. Fit range is 3.0–30 GeV
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16. Integral boundary is 1.0 GeV

17. Integral boundary is 2.0 GeV

Figure 4.6: Effect of varying fit range and integration boundary on the lower limits

of the North and South detector efficiencies

A study using earlier data indicates another component of the detector efficiency.

This is the ‘electronics efficiency.’ Occasionally an error occurs in the detector

signal path where the charge passes the discrimination threshold but the detector

term is not set. This problem fortunately does not affect the timing terms. The

dataset for the analysis described so far was taken after changes were made to the

electronics to remove this inefficiency. The following analysis is carried out for

three earlier time periods: in the first and second, no changes had been made; the

second was after an experiment shutdown; and the third was after the change to

the South term.

1. 21st April ’02 – January ’03 shutdown
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2. January ’03 shutdown – South detector term change

3. South detector term change – North detector term change

The results are shown in Fig. 4.7 and show the improvement in the South side

efficiency during the third period. The North side efficiency is also improved

between these measurements and those in the main analysis dataset. Only the

main dataset is used for the detector efficiency measurements for the luminosity

constant, because the electronics efficiency does not affect the FastZ term.

Figure 4.7: Single detector efficiency limits as a function of time

Two cross-checks for the LM detector efficiencies were performed with other

methods using the calorimeter energy and found to be consistent with the results

in Figs. 4.5 and 4.6 [50]. It was decided to take the range of these measurements

as the systematic uncertainty, resulting in the values

εN,S = (97 ± 1)%
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εS ,N = (95 ± 1.2)%

for the individual LM detector efficiencies.

4.3.3 Combined detector efficiency

If the two detector efficiencies are uncorrelated it has no effect on one side if the

other detector fired. The efficiency for the North side, with no requirement on the

South, is given by Eq. 4.2 using additional components from events in which the

South detector did not fire:

εN =
NN·S + N(N·S ) real

NN·S + N(N·S ) real + N(N·S ) real + N(N·S ) real

where NN·S is the number of events with the North and South detectors on, and

the suffix ‘real’ refers to the number of inefficient events in that sample. It is

assumed that N(N·S ) real = 0 because none of the events in this sample have a good

vertex, and the other components have been determined as described. The results

for the independent North and South efficiencies, εN and εS , are εN = 97.1% and

εS = 95.2%. These are consistent with εN,S and εS ,N so it can be assumed that

the two sides are uncorrelated. The efficiency for both detectors to fire in events

within acceptance is the product of the two efficiencies, εNS = 92 ± 1.6%.

4.3.4 Classification efficiency

If both detectors fire then 91.9% of events are classified as FastZ, 6.0% as PHalo,

0.5% as AHalo and 1.6% as none of these. The AHalo rate is much smaller than
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the PHalo rate because the antiproton beam intensity is 1/10 that of the proton

beam.

Events that do not fire FastZ are a mixture of inelastic collisions, when the vertex

has |zvtx | > 97 cm or an early halo hit causes it to be misreconstructed there, and

empty bunch crossings where halo particles hit both detectors. For the classifi-

cation efficiency it is necessary to separate the inefficient events from the empty

bunch crossings.

New event samples are defined: efficient events are N · S · FastZ and ‘ineffi-

cient+halo’ events are N · S · FastZ. Figure 4.8 shows the energy distributions

for these two sets of events. The efficient distribution is normalised to the in-

efficient+halo distribution in the high energy region. The normalisation scale is

determined from a exponential fit of both distributions in the range 80− 160 GeV,

where the scale factor for the efficient sample is the ratio of the intercepts. The

inefficient+halo sample has two components: a peak at low energy, from empty

bunch crossings, and a high energy distribution from inelastic interactions. The

number of real interactions is estimated as the number of events in the scaled

efficient sample. The classification efficiency is

εNcal =
Nefficient

Nefficient + Nscaled efficient
,

where the subscript Ncal refers to the side of the calorimeter used in the energy

sum distributions. The results are in Table 4.4 for three different fit ranges.

The measurements using the South calorimeter are significantly lower than those

using the North side. This is investigated by dividing the inefficient+halo sample

into three: events that fire PHalo, AHalo or none of the timing terms respectively.

The analysis is repeated on each of these samples to determine the source of the
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Figure 4.8: Esum for the N · S · FastZ sample and the normalised efficient sample,

N · S · FastZ
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Fit range (GeV) εNcal (%) εS cal (%)

80-160 96.5 92.4

50-100 95.5 92.9

30-80 95.3 93.3

Table 4.4: Classification efficiencies measured using various fit ranges

asymmetry (Figs. 4.9-4.11). The fit range for each is 80-160 GeV. The results are

given in Table 4.5.

Inefficiency εNcal (%) εS cal (%)

PHalo 97.8 93.7

AHalo 99.5 99.8

none 98.9 98.5

Table 4.5: Efficiencies due to events being misclassified as PHalo, AHalo or none

The largest source of the asymmetry is misclassification of events as proton halo.

Fig. 4.9 shows that the energy in the South calorimeter in N · S · PHalo events

is larger than in the North calorimeter, with no low energy peak. It may be that

the empty bunch crossings in which PHalo fires are not empty in this region be-

cause proton beam losses produce additional showering and energy deposition in

the outgoing proton (South) direction. This also seems to occur in the opposite di-

rection in events that fire the AHalo term (Fig. 4.10). The events that fire none of

the timing terms also show a small asymmetry consistent with the PHalo sample

(Fig. 4.11). The misclassification rates are much smaller for the AHalo and none

categories, so the asymmetry has a smaller effect.
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Figure 4.9: Esum for the N · S · PHalo sample and the normalised efficient sample,

N · S · FastZ
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Figure 4.10: Esum for the N ·S ·AHalo sample and the normalised efficient sample,

N · S · FastZ
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Figure 4.11: Esum for the N · S · none sample and the normalised efficient sample,

N · S · FastZ.
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It was decided to treat the halo components of the classification efficiency sepa-

rately and incorporate only the misclassification of events as none of the timing

terms in the LM efficiency. The effect of halo in reducing the rate of events firing

FastZ is corrected for online (during the store) [54]. A cross check of the clas-

sification efficiency using another method [50] gave results with a lower limit of

98.2%, and the median value of the range is used: εclass = 98.6 ± 0.4%.

The LM efficiency is

εLM = εN × εS × εclass = (90.9 ± 1.8)% ,

where the uncertainty includes an additional component for luminosity dependent

effects [55]. The resulting luminosity constant is σe f f = (46± 3) mb, in which the

largest part of the 6.5% uncertainty is from the total pp cross section.
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Chapter 5

Analysis of Diffractive Z→ µ+µ−

Interactions

This chapter describes the first search for diffractive Z boson production (p+ p →

p+Z +X and the charge conjugate) in the muon decay channel, and work towards

the measurement of the cross section for this process. The fractional momen-

tum loss of the intact proton is measured in Z → µ+µ− interactions, using the

calorimeter and muon system and corrected with events simulated by POMWIG.

The momentum loss is used to select diffractive candidate events. The efficiencies

of the selection criteria and the background contamination rates are estimated,

and the systematic uncertainties for these are explored. It is concluded that fur-

ther work is required to understand the uncertainties before the cross section can

be determined.
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5.1 Z Boson Candidate Selection

5.1.1 Dataset

The data for this analysis were taken by the DØ detector during the period 27th

February – 7th September 2003. Earlier data are not used for the analysis because

the dimuon triggers at that time required that there were hits in the Luminosity

Monitor which therefore vetoes diffractive events. The last date marks the be-

ginning of a detector shutdown for which the experiment was halted for repairs

and upgrades for a period of several weeks. The data period is the same as the

third period in a recent Z → µ+µ− analysis [56]. Data quality cuts are applied

by excluding runs and luminosity blocks in which the SMT, CFT, calorimeter or

muon detector systems are not functioning correctly or in which the integrated

luminosity cannot be calculated. The total integrated luminosity is 109 ± 7 pb−1.

5.1.2 Selection Criteria

The selection criteria require that events have two muons of at least ‘loose’ qual-

ity [56] matched to two central detector tracks, and the following:

• Both muons are within the geometrical acceptance of the muon detector

(defined below).

• pT > 15 GeV for both muons.

• Mµµ > 40 GeV, where Mµµ is the dimuon invariant mass.
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• At least one muon passes both of these isolation criteria, or both muons pass

at least one of them:

– The sum of the transverse momenta of all tracks in a cone of radius

R = 0.5 around the muon is required to be Σtracks,i pi
T < 3.5 GeV, where

R =
√

(∆η)2 + (∆φ)2.

– The sum of the transverse energies of the calorimeter cells in an annu-

lar ring 0.1 < R < 0.4 around each muon is required to be Σcells,iEi
T <

2.5 GeV (EM and FH cells only).

• The muons have opposite charge.

• The acolinearity between the two muon tracks is limited to ∆αµµ > 0.05

radians. Acolinearity is defined as ∆αµµ = |∆φµµ + ∆θµµ − 2π|

• The distance of closest approach dca, which is the distance of the muon

track from the beam in the plane transverse to the beam, is limited to dca < 0.02

cm for muon tracks with SMT hits and dca < 0.2 cm for muon tracks with

no SMT hits.

• The event fulfilled the requirements of one of a set of six dimuon triggers,

2MU A L2M0, 2MU A L2M0 TRK(5,10), 2MU A L2M0 L3L(6,15) and

2MU A L2ETAPHI, or the single muon trigger MUW W L2M3 TRK10.

The parentheses indicate a pair of trigger names, one with each of the spec-

ified endings; the trigger names are explained below.

The pT of the muons is measured in the central tracking system, since this has a

better resolution than the local muon detector measurement. If a muon track does
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not have hits in the SMT detector the pT is corrected by constraining the track to

the (x,y,z) position of the beam.

The acceptance cuts exclude the parts of the muon detector with reduced coverage:

the regions nearest the beampipe, |xA| < 110 cm and |yA| < 110 cm, where xA and

yA are the x and y positions measured in the muon chamber A-layer, and the region

of the bottom gap, 4.25 < φ < 5.15 for |ηA| < 1.25, where ηA is also measured in

the A-layer. The requirements on muon isolation reduce the background from bb

events in which muons are produced inside jets.

The acolinearity requirement reduces the background from cosmic ray muons,

which enter the muon detector system from above. If a cosmic ray muon passes

through the interaction region it can appear to be two tracks that originate from

the beam pipe. The tracks are exactly back-to-back, with ∆φ = ∆θ = π radians, so

the cut on acolinearity reduces the background from these events. The limit on the

distance of closest approach, dca, also reduces the background from cosmic rays

because it requires the distance between the muon tracks and the beam location to

be small in the plane transverse to the beam.

The background contamination rates from Z → τ+τ− events in which both taus

decay to a muon, W → µν events with an additional muon from a jet, and di-boson

(WW, WZ, ZZ) events are estimated in [56] and these are listed in Section 5.6.6.

In the muon trigger names, the abbreviations MU and 2MU refer to the require-

ments for one or two ‘tight’ muon signals found in the scintillator detectors at L1

respectively. The abbreviations A and W refer to the requirement that the signal

may be anywhere or within |η| < 1.5 respectively. Triggers that have L2M0 in the

name require there is a ‘medium’ quality muon found at L2, and those with L2M3
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also require that this muon has pT > 3 GeV. The name L2ETAPHI refers to the

requirement that the event has two muons found at L2 that are well separated. The

terms TRK(5,10) indicate that the event is required to have a central track found

at L3 with pT > (5, 10) GeV, and L3L(6,15) indicates that the event is required to

have a muon found at L3 with pT > (6, 15) GeV. [56]

The number of selected Z boson candidates is 10794. The pseudorapidity and the

invariant mass of the two highest pT muons in the event are shown in Figs. 5.1(a)

and Fig. 5.1(b), and the rapidity and pT of the Z boson candidates are shown in

Figs. 5.2(a) and 5.2(b). Events are referred to throughout as Z → µ+µ− but these

also include γ∗ → µ+µ− interactions.

5.2 Reconstructing the Momentum Loss

The momentum loss ξ of a beam particle is reconstructed from the final state using

ξ ≈ Σi ETi e±η i

√
s

, (5.1)

where i is an index over all particles except the intact beam particle, and the pos-

itive and negative signs are for the proton and antiproton beam respectively. The

calorimeter and muon system are used to measure the final state; selection criteria

for the detector signals are described in the following sections. The information

from the calorimeter was not recorded in three of the 10794 events and these are

excluded from the sample.
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Figure 5.1: Z → µ+µ− candidate events, showing the (a) pseudorapidity, with two

entries per event, and (b) invariant mass of the two highest pT muons
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Figure 5.2: Z → µ+µ− candidate events, showing the (a) rapidity and (b) trans-

verse momentum of the Z boson candidate
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5.2.1 Muon information

The two muons associated with the Z boson are added to the ξ reconstruction

using Eq. 5.1. There can be additional low pT muons in the event from b-quark

decay or signals in the muon system from high energy jets that go through the

calorimeter outer layers. Additional muon signals can come from other sources

such as fake muon detector hits, muons from beam losses or cosmic rays. Muon

signals that are not associated with the Z boson are required to be at least loose

quality and have a matched track in the central tracker in order to be added to the

ξ reconstruction. About 2.6% of the events have muons that pass these criteria.

The transverse momentum of these muons is shown in Fig. 5.3.
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Figure 5.3: Transverse momentum of muons not associated with the Z boson

decay that are at least loose quality with a matched track in the central tracking

detector
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5.2.2 Calorimeter information

The response of the calorimeter layers is not uniform, due to the different types of

cell construction (Section 3.2.3). Figure 5.4 shows the cell energies in two regions

of the calorimeter for three types of event: empty bunch crossing, minimum bias

and dijet events. The empty bunch crossing (empty BX) data are taken with the

zero bias trigger, and interactions are excluded by requiring that no LM And/Or

term is on (N, S , FastZ, PHalo or AHalo) and events have no vertices or jets.

‘Min bias’ events are collected with the minimum bias trigger which requires that

the FastZ term is on. The dijet events are required to have at least two jets with

pT > 15 GeV that pass the jet identification criteria [57].

The figure shows the cell energies in the EM1 and CH1 layers in the South central

region, −2.6 < η < 0. In the CH1 layer the empty BX distribution is very similar

to the physics samples, which indicates that the cells are firing randomly. The

ICD and MG layers have similar distributions, and in addition the calorimeter is

not calibrated in these layers. Only the eight layers of the EM and FH are therefore

used in this analysis.

The calorimeter is currently being calibrated in order to correct each cell signal

during data processing. For this analysis the best available calibration constants

are applied.

Hot cell killing

A ‘hot cell killing’ algorithm was developed for this analysis to remove noisy

calorimeter cells. This is necessary because a rapidity gap requirement is made

(Section 5.4) for diffractive candidates: a hot cell in the gap region of a diffractive
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Figure 5.4: Cell energies in the range −2.6 < η < 0 in the layers (a) EM1 and (b)

CH1 for empty bunch crossing, minimum bias and dijet events. The distributions

are normalised to unity.
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interaction would lead to rejection of the event.

The algorithm uses events taken with the zero bias trigger and analyses every ieta

strip in every EM and FH layer, in every run that has at least 500 zero bias events.

The mean energy E and standard deviation σE are calculated for all cells in the

strip, including those with no signal. A threshold is set at E + n σE and cells are

excluded if their average energy over the run is above the threshold.

Using a threshold of 4σ removes an average of about 280 cells per run, and a 3σ

threshold removes about 570 cells. The more restrictive 3σ threshold is used. The

improvement in data quality can be seen by comparing the cell energy distribu-

tions in empty BX events before and after hot cell killing (Figs 5.5 and 5.6). Hot

cell killing is performed in 75% of the Z → µ+µ− runs due to statistical limitations

in the zero bias dataset.

Calorimeter noise

An energy threshold is applied to the calorimeter cells to reduce low-level noise.

In the empty bunch crossing sample, around 98% of the cell energies are lower

than about 150-350 MeV in the EM region (depending on the layer) and 400-

550 MeV in the FH region. The cell energy threshold for the analysis is set at a

level such that the average observed momentum loss ξobs in empty BX events is

ξobs ≈ 0. Using an energy threshold of E = 300 MeV, about 75% of empty BX

events have ξ < 1×10−4. With a threshold of E = 500 MeV, 96% have ξ < 1×10−4

and 98% have ξ < 1 × 10−3. The latter threshold is used. Figure 5.7 shows the

energy of cells in all Z → µ+µ− events before the threshold is applied.

Coherent noise, such as the ‘Ring-of-Fire’ problem that causes all cells with the
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Figure 5.5: Cell energy in the EM1 layer for empty BX events before hot cell

killing is performed. The layers are divided into four regions, with boundaries at

η = 0 (North-South) and |η| = 3.2 (Central-Forward)
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Figure 5.6: Cell energy in the EM1 layer for empty BX events after hot cell killing

is performed. The layers are divided into four regions, with boundaries at η = 0

(North-South) and |η| = 3.2 (Central-Forward)
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Figure 5.7: Energy of cells in all Z → µ+µ− events, before the threshold is applied

same ieta to output a large noise signal at the same time, cannot be found with a

hot cell algorithm. All known sources of coherent noise are removed by excluding

the luminosity blocks categorised as bad by the Jet/Missing ET group.

The observed momentum loss ξobs in Z → µ+µ− events is shown in Fig. 5.8, and

the fraction of ξobs contributed by the muons is shown in Fig. 5.9.

5.3 POMWIG simulation of diffractive Z→ µ+µ−

The Monte Carlo samples used in this analysis are generated by POMWIG. The

events are p+ p→ p+ (Z/γ)∗ +X, in which the Z boson decays to muons, and the

interactions proceed via reggeon or pomeron exchange. Events were generated in

the kinematic range ξ < 0.3 and Mµµ > 30 GeV. The default H1 ‘fit 2’ pomeron
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Figure 5.8: Observed momentum loss ξobs in all Z → µ+µ− events
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Figure 5.9: Fraction of the observed momentum loss contributed by the muons, in

all Z → µ+µ− events
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structure function was used (Section 2.3).1 The outgoing antiproton direction de-

fines the z axis, and therefore corresponds to positive pseudorapidity.

It is found that a small fraction of the events have unexpected distributions of par-

ticle pseudorapidity: they have a few particles at high pseudorapidity (close to the

outgoing antiproton), usually two to three pions with η & 5 and E & 50 GeV, and

a large rapidity gap in the region 2 . η . 5. The interactions are mostly reggeon

exchange, and almost all have ξ & 0.1. POMWIG does not model the scenario in

which an interaction has a rapidity gap and the beam particle then dissociates into

a soft system of very forward particles. These events are therefore high ξ events

with large rapidity gaps in the dissociative system. Since the calorimeter coverage

only extends to |η| < 5.2, these events will look like low ξ events when the ac-

ceptance cuts (Section 5.3.1) are made on the Monte Carlo sample, and therefore

affect the acceptance corrections calculated from the Monte Carlo. It therefore

has to be decided whether these generated events are ‘real physics’ or an artefact

of the HERWIG hadronisation process.

The existence of these events is probably due to a limitation in the HERWIG

hadronisation model (used by POMWIG), which leads to rapidity gaps between

clusters of particles in the final state. It has already been noted [58] that HERWIG

generates an excess number of rapidity gap events.

Events are rejected if they have particles with η > 5.2, which corresponds to the

pseudorapidity limit of the calorimeter, and a rapidity gap in the range 3.2 < |η| <

5.2, which is the region of the rapidity gap requirement made in the analysis of

the data (Section 5.4). This requirement ensures that the sample is suitable for

1 A sample was also generated with H1 ‘fit 3’ and used for a cross-check of the systematic

uncertainties (Sections 5.6.3 and 5.6.4).
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simulation of the data. It rejects 12.6% of the reggeon events and 1.9% of the

pomeron events.

5.3.1 Acceptance cuts

The DØ detector simulation is not used because the Run II calorimeter response

is very poorly modelled in the simulation available for this dataset [59]: there is

insufficient material in front of the calorimeter; the short charge collection time of

Run II is not simulated; and the calorimeter in Run II has higher levels of noise

than in Run I, which is reflected in the lower energy thresholds used in Run I

diffractive analyses [10]. Several acceptance cuts are applied to the simulated

events in order to model the data. These exclude the following particles:

• Neutrinos

• Particles outside the calorimeter range (|η| > 5.2)

• Muons outside the muon detector range (|η| > 2.0)

• Particles with E < 1.0 GeV

The Monte Carlo simulation does not include a corrected energy scale, resolu-

tion effects or the effects of backscattering (for example, particles scattering from

detector components into the rapidity gap). However, there is good agreement

between the simulated events and the data (Section 5.5). Events are selected in

the appropriate kinematic region by requiring that the two highest pT muons have

|η| < 2.0 and pT > 15 GeV, and that the dimuon invariant mass is Mµµ > 40 GeV.
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This sample is used for motivating the kinematic range of the measurement (Sec-

tion 5.4) and for correcting the measurement of the momentum loss (Section 5.5).

5.4 Rapidity Gap Requirement

Diffractive candidate events are required to have a forward rapidity gap in the

region 3.2 < |η| < 5.2 by requiring that the maximum pseudorapidity ηmax of

the calorimeter signals is ηp
max < 3.2 in the proton direction or ηp

max > −3.2 in

the antiproton direction. The rapidity gap requirement is made for two reasons:

firstly, to restrict the sample kinematically to the low ξ region (where ξ is well

reconstructed); and secondly, to reject events with multiple interactions, which

occur when there is more than one pp collision in the same bunch crossing. Mul-

tiple interactions lead to misreconstruction of the momentum loss because they

contribute to the observed final state. This is seen in Fig. 5.10, which shows the

average ξ increasing as a function of the number of vertices in the event and also

with increasing instantaneous luminosity of the tick.

The number of vertices in the event is not used for excluding multiple interactions

because the current vertex-finding algorithm at DØ is not sufficiently accurate at

counting vertices. The algorithm is optimised for locating the vertex of the high

pT interaction and is prone to overcounting, especially at higher luminosities, by

asserting that there are two or more at the same location. For Fig. 5.10(a), a

requirement is made that additional vertices are at least 0.2 cm from the primary

vertex.

The LM detectors are not used for confirming the rapidity gap, as they were in a
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Figure 5.10: Average momentum loss ξobs versus (a) number of vertices and (b)

instantaneous luminosity in all Z → µ+µ− events
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previous version of the analysis [47], because they provide only a binary signal

over a fixed pseudorapidity range.

5.4.1 Choice of event kinematics

The rapidity gap edge at |η| = 3.2 is about 1.25 units of pseudorapidity from

the edge of the calorimeter (two units from the final two layers of the hadronic

region: Fig. 3.7). This choice is made in order to identify that the rapidity gap is

from a diffractive interaction [15, 60]. In non-diffractive interactions, statistical

fluctuation of particle multiplicities can lead to small rapidity gaps, but the rate of

these is exponentially suppressed by the size of the rapidity gap (Section 2.2.1).

Figures 5.11 and 5.12 show the size of the rapidity gap in POMWIG events in-

creasing as the momentum loss decreases. In Fig. 5.11(a), the events have mo-

mentum loss ξ < 0.05. The distribution shows the maximum pseudorapidity ηall
max

of all the particles in the event. The vertical line indicates the edge of the rapidity

gap: events with ηall
max to the right of the line fail the gap cut. Figures 5.11(b),

5.12(a) and 5.12(b) show the effect of lowering the momentum loss threshold to

ξ < (0.03, 0.02, 0.01), in that the distributions move towards lower values of ηall
max

and a higher fraction of events pass the gap cut.

The kinematic range for the measurement is chosen to be ξ < 0.02, so that about

85% of the events pass the rapidity gap cut at |η| = 3.2 (Section 5.6.3).

After the rapidity gap cut is made in the detector, the numbers of Z → µ+µ− events

with a gap in the proton direction, N p
gap, and in the antiproton direction, N p

gap, are:

N p
gap = 156 ± 12 (stat.)
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Figure 5.11: Pseudorapidity of most forward particle in POMWIG Z → µ+µ−

events with (a) ξ < 0.05 and (b) ξ < 0.03
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Figure 5.12: Pseudorapidity of most forward particle in POMWIG Z → µ+µ−

events with (a) ξ < 0.02 and (b) ξ < 0.01
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N p
gap = 139 ± 12 (stat.) .

No cut on ξ is made. Thirteen of the events have a rapidity gap in both directions,

giving a total of 282 candidate events, which is 2.6% of the sample.

5.5 Momentum Loss Correction

The observed momentum loss is corrected for the detector acceptance using POMWIG

events. Figure 5.13 shows the observed momentum loss ξobs in Z → µ+µ− events

that pass the rapidity gap cut. Overlaid on the figure is the POMWIG prediction

for the distribution, normalised to the data. The prediction is made by calculating

the ‘reconstructed’ momentum loss ξreco from the particles that pass the accep-

tance cuts (Section 5.3.1). The events in the Monte Carlo (MC) distribution have

passed the rapidity gap cut, made by requiring that the most forward particle that

passes the acceptance cuts has ηmax < 3.2. The POMWIG distribution is in good

agreement with the data.

Figure 5.14 shows ηmax for the most forward calorimeter signal in Z → µ+µ− can-

didate events that have ξobs < 0.02. The distribution for events with an antiproton-

side gap has the x-axis reversed, and is added to the distribution for events with

a proton-side gap in order to increase the size of the sample. Overlaid on the

figure is the POMWIG prediction for the distribution, which is ηmax of the parti-

cles that pass acceptance cuts in events with ξreco < 0.02. This also shows good

agreement with the data. The fraction of events with ηmax < 3.2 is lower than in

Fig. 5.12(a), which shows ηmax for events with ξ < 0.02, because it includes a

higher reggeon component. This arises because there are events with high ξ that
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Figure 5.13: Observed momentum loss ξobs in Z → µ+µ− events with a rapidity

gap. The POMWIG prediction is shown, scaled to the data distribution.
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are mis-reconstructed and have a low ξobs. These are removed by the rapidity gap

requirement.
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Figure 5.14: Pseudorapidity of most forward cell in Z → µ+µ− events with mo-

mentum loss ξobs < 0.02, where the antiproton-side distribution is reversed and

added to the proton distribution. The POMWIG prediction is also shown, scaled

to the data distribution, which includes a requirement that particles are within

|η| < 4.45.

The particle energy threshold in the acceptance cuts, E = 1 GeV, is chosen such

that there is the minimum deviation of the ξreco distribution in MC from the ξobs

distribution in data over the range 0 < ξreco < 0.2 (Fig. 5.13).
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The correction to the measurement of ξobs in the data is calculated using ξreco in

the Monte Carlo. Figure 5.15 shows ξreco as a fraction of the true beam ξ, in bins

of ξreco, for POMWIG events with a rapidity gap. This figure provides a series of

correction factors for the data, the inverse of the y-axis value, which are applied

to each event according to the value of ξobs. The corrections are applied after the

rapidity gap selection is made, because POMWIG predictions become more un-

certain at high ξ due to the poor understanding of reggeon exchange (Section 2.3).

The largest correction factor, which is applied to events with very low ξobs, is

about 1.25. In the analysis of diffractive W boson production at DØ in Run I [10],

a single correction factor 1.5 ± 0.3 is applied to the momentum loss in all events.

The factor is derived using a sample of POMPYT W boson events with the full

detector simulation applied, and it corrects for energy in the FH region which is

not included in the reconstruction of ξ. The correction factors are not expected

to be large because the contribution to ξ from particles travelling in the opposite

direction to the intact proton is small (Eq. 5.1). However, the correction does as-

sume that the events are diffractive, with no final state particles close to the intact

proton. If there are non-diffractive events that pass the rapidity gap requirement –

for example, if all the calorimeter signals in the gap region are below the energy

threshold – then the applied correction factors in these events are too small, and

there may remain some high ξ events in the diffractive candidate (ξ < 0.02) sam-

ple. The contribution due to non-diffractive events is estimated in Section 5.7.2.

The momentum loss ξ in events with a rapidity gap, with correction factors ap-

plied, is shown in Fig. 5.16. The average ξ is shown as a function of number of

vertices and instantaneous luminosity in Fig. 5.17, demonstrating that there is no

longer a contribution from multiple interactions. About 1% of the rapidity gap
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Figure 5.15: POMWIG prediction for the fraction of true beam ξ which is recon-

structed in the detector, ξreco/ξ, as a function of ξreco
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candidates have two vertices: this is not a concern because the fraction of the

sample is smaller than the systematic uncertainties (Section 5.6.2).
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Figure 5.16: Momentum loss in Z → µ+µ− events with a rapidity gap

After the momentum loss threshold is applied, the numbers of diffractive Z →

µ+µ− candidate events with ξp < 0.02 in the proton direction, N p
cand , and ξp in the

antiproton direction, N p
cand , are:

N p
cand = 10 ± 3 (stat.)

N p
cand = 14 ± 4 (stat.) .

There are no events with ξp < 0.02 and ξp < 0.02, so the total number of diffractive

candidate events is 24, which is 8.5% of the rapidity gap sample and 0.2% of the

inclusive sample.

Figure 5.18 shows one of the diffractive candidate events. The upper figure shows

the calorimeter signals, opened out to show η versus φ with the muon signals
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Figure 5.17: Average momentum loss versus (a) number of vertices and (b) in-

stantaneous luminosity in Z → µ+µ− events with a rapidity gap
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superimposed. Proton dissociation can be seen at the high pseudorapidity edge of

the detector, and there is no dissociation on the opposite side. The lower figure

shows the side view of the tracking and calorimeter detectors, and the asymmetric

distribution along the collision axis of the particles in the events. The momentum

loss in this event is ξp = 0.017.

Figure 5.19 shows the fraction of ξobs contributed by the muons in the diffractive

candidate events, which may be compared with Fig. 5.9 for all Z → µ+µ− events.

In the diffractive sample, the muon contribution dominates ξobs. This indicates that

the success of POMWIG in modelling the data despite the absence of detector

simulation is due to the relatively low contribution to ξobs from the calorimeter,

although this has not been studied in detail.

Figures 5.20(a) and 5.20(b) show the pseudorapidity and invariant mass of the two

highest pT muons in diffractive candidate events, and Figs. 5.21(a) and 5.21(b)

show the rapidity and pT of the diffractive Z boson candidates. Overlaid are

the POMWIG predictions for these distributions, normalised to the data. The

POMWIG events have been passed through the fast detector parameterisation

PMCS [61], which smears the muon momenta to match the resolution measured

in the data. The POMWIG distributions in Figs. 5.20 and 5.21 are corrected for

the muon detector acceptance and muon identification efficiencies, as described in

Section 5.6.4.

The Drell-Yan (γ∗ → µ+µ−) component of the dimuon invariant mass distribution

is larger in the POMWIG events, and perhaps in the diffractive data, than in the

inclusive Z → µ+µ− data. This effect can be explained because there is a kinematic

bias in the diffractive events towards low mass final states (MX =
√
ξs).
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Figure 5.18: Diffractive candidate event, showing the (a) calorimeter in η-φ view,

with muons superimposed, and the (b) calorimeter and central tracking in side

view, where the outgoing proton direction is towards the right of the figure
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Figure 5.19: Fraction of the momentum loss ξobs contributed by the muons, in

diffractive Z → µ+µ− candidate events

5.6 Components of the Cross Section

The cross section times branching ratio, σ × Br, is calculated from the number of

candidates, Ncand, and the integrated luminosity,
∫ �

dt, using the equation

σ × Br ((Z/γ)∗ → µ+µ−, ξ < 0.02) = N
∫ �

dt
.
(1 − fbb − fcos) (1 − fττ) (1 − fW)
εgap εMC εopp q εisol εcosmic

,

(5.2)

where f denotes a correction factor for a background contamination fraction and

ε denotes an efficiency. Each component is described in the following sections.
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Figure 5.20: Diffractive Z → µ+µ− candidate events, showing the (a) pseudorapid-

ity of each muon and (b) invariant mass of the Z boson candidate. The POMWIG

prediction is shown, scaled to the data distribution.
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Figure 5.21: Diffractive Z → µ+µ− candidate events, showing the (a) rapidity and

(b) transverse momentum of the Z boson candidate. The POMWIG prediction is

shown, scaled to the data distribution.
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5.6.1 Number of candidates

This section describes the correction to the number of candidates for multiple

interactions; the systematic uncertainty in the number of candidates is studied in

Section 5.6.2.

Diffractive events that have additional pp interactions in the same bunch cross-

ing are excluded by the rapidity gap cut, and the number of candidates must be

corrected for this loss. In each tick, the average fraction of interactions not ac-

companied by any other interactions, F(s.i.), can be calculated from the average

number of interactions per bunch crossing µ:

F(s.i.) = P(1)
1 − P(0)

=
µe−µ

1 − e−µ

where µ is calculated from the instantaneous luminosity (Section 4.2). The aver-

age number of interactions that are within the acceptance of the DØ detector and

can therefore be vetoed by the gap requirement, µLM , is calculated for each each

event from the instantaneous luminosity of the tick,
�

, using:

µLM = ALM
σpp

�

f

where ALM is the acceptance of the Luminosity Monitor, ALM = 0.833 ± 0.037,

σpp is the total inelastic pp cross section, σpp = (60.7 ± 2.4) mb, and f is the

rotation frequency of the tick, f = 47.7 kHz. The uncertainty in the instantaneous

luminosity is 6.5%.

The number of Z → µ+µ− events in single interaction bunch crossings, N s.i.
Z , is

estimated with

N s.i.
Z = ΣnF(s.i.)n
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where the sum is over all Z → µ+µ− events (before diffractive selection cuts). The

ratio of all Z → µ+µ− events to the number in single interaction bunch crossings

is used to correct the number of diffractive candidates, with:

Ncorr = Ncand ×
NZ

N s.i.
Z

where Ncand is the number of diffractive candidates in single interaction bunch

crossings, and Ncorr is the number of diffractive candidates in all bunch crossings.

The number of diffractive candidates is Ncand = 24, and the ratio is NZ/N s.i.
Z =

1.40 ± 0.04, so the corrected number of candidates is

Ncorr = 33.7 ± 6.9 (stat.) ± 1.1 (sys.)

where the systematic uncertainty is calculated by propagating the luminosity-

related uncertainties to the correction ratio. The statistical uncertainty dominates.

5.6.2 Systematic investigations

Systematic uncertainties are investigated by varying the parameters of the analysis

and comparing the corrected number of candidates for each variation. Systematic

uncertainties are quoted throughout.

Uncertainty due to North-South asymmetry

The number of events in the proton-side rapidity gap sample is larger than in the

antiproton-side sample, and the antiproton-side diffractive sample is larger than

the proton-side diffractive sample. As the differences are within the statistical

uncertainties, and in the opposite direction for the rapidity gap and diffractive
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samples (Section 5.4), it is assumed that there is no contribution to the system-

atic uncertainty from North-South asymmetry in the calorimeter, whether from

detector noise or beam halo showering as discussed in Section 4.3.4.

Uncertainty due to rapidity gap boundary

The effect of the hot cell killing on the rapidity gap candidate selection is esti-

mated by performing the analysis only in the set of runs in which hot cell killing

is available (Section 5.2.2). The number of rapidity gap candidates when using

the 3σ energy threshold, and when performing no hot cell killing, are shown in

Table 5.1. As expected, the number of gap candidates is reduced when there is no

hot cell killing. However, there is no difference in the number of diffractive can-

didates between the two analyses: the number of candidates is Ncorr = 29.4 ± 6.4.

The uncertainty due to the hot cell killing is negligible in a sample of this size.

Threshold N p
gap N p

gap

3σ 120 ± 11 113 ± 11

None 116 ± 11 112 ± 11

Table 5.1: Effect of hot cell killing on the number of rapidity gap candidates, in

runs where hot cell killing is available

The rapidity gap boundary is tested by examining the second most forward calorime-

ter signal in the event, for which the pseudorapidity is referred to as η2nd
max. If the

two most forward cells in a gap event are far apart in pseudorapidity, it may be

that the most forward signal is a hot cell in the gap region. The analysis is re-

peated using η2nd
max to define the rapidity gap boundary, which results in a much
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larger number of candidates: Ncorr = 65.9 ± 9.6, an increase of 96%.

Figures 5.22 and 5.23 show the difference in ieta between the two cells at ηmax

and η2nd
max, in all Z → µ+µ− events and those with a gap respectively. This indicates

whether or not the cells are neighbours; a distribution of ηmax − η2nd
max, which are

measured using the physics pseudorapidity (Section 3.2), would be misleading

because of the varying widths of the cells in the forward region. The inclusive

sample is shown with a logarithmic y-axis and the gap sample is not. The two most

forward cells are nearest neighbours in ieta in 97% of the Z → µ+µ− events. In the

rapidity gap events, the fraction is much lower, at 40%. For the other events there

are several possibilities: the most forward cell may be noise that was not found

by the hot cell algorithm; it may be energy from an additional soft interaction in

the event, or it may be energy from the same interaction where no cells pass the

energy threshold in the intermediate region.

The characteristics of the rapidity gap candidates are different when selected using

ηmax or η2nd
max in the event. When using ηmax, the LM detector term is off for the gap

side in 38% of the proton-side gap candidate events and 35% of antiproton-side

gap candidates. The fraction is expected to be low because the rapidity gap does

not cover all of the LM range (2.7 < |η| < 4.4), and the LM detectors can also be

hit by muons from halo, or particles with energy below the cell energy threshold.

Using the second cell method, the percentage of gap candidates in which the LM

detector term is off is lower: 31% of proton-side gap events and 24% of antiproton-

side gap events. This may indicate that in several of the additional events selected

with η2nd
max, the most forward object is not detector noise but a particle which passes

through the LM detector into the calorimeter.

Another measure of the rapidity gap candidate characteristics is the number of
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Figure 5.22: Difference in ieta between the two most forward cells in all

Z → µ+µ− events
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Figure 5.23: Difference in ieta between the two most forward cells in Z → µ+µ−

events with a rapidity gap
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vertices in the event. The fraction of gap candidates with no vertices is higher

in those selected using ηmax (5%) than in those selected with η2nd
max (3%), and in

addition the fraction of gap candidates with two vertices is higher in the η2nd
max

sample (4%) than in the ηmax sample (1%). This may indicate that using η2nd
max

for the rapidity gap increases the contamination from multiple interaction events.

Figures 5.24(a) and 5.24(b) show the average ξ in events with a rapidity gap using

η2nd
max, as a function of the number of vertices and the instantaneous luminosity;

there appear to be more events with multiple interactions when compared with the

ηmax sample in Fig. 5.17.

These comparisons begin to probe the characteristics of the most forward calorime-

ter cell in the events. However, as there is no clear separation in the additional gap

candidates between gap events and background, it is concluded that this study is

outside the scope of this analysis.

Uncertainty due to measurement of ξ

The uncertainty in measuring ξ propagates to uncertainty in the number of candi-

dates because events may migrate above or below the threshold at ξ < 0.02. The

two sources of uncertainty are the measurement of ξobs and the correction to the

measurement.

The dominant uncertainty in reconstructing ξobs is in the calibration of the calorime-

ter. There are no uncertainties available for the calibration constants in this dataset,

but an estimation can be made by performing the analysis with no calibration [59].

The number of candidates obtained with this method is Ncorr = 25.3 ± 6.0, which

is 25% lower than the calibrated result.
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Figure 5.24: Average momentum loss versus (a) number of vertices and (b) in-

stantaneous luminosity in Z → µ+µ− events with a rapidity gap, in which the most

forward cell is excluded from the analysis
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Edata (GeV) EMC (GeV) Ncorr Change (%)

0.5 0.8 36.5 ± 7.2 +8

0.5 1.2 30.9 ± 6.6 -8

0.6 1.2 44.9 ± 7.9 +33

0.7 1.4 61.7 ± 9.3 +83

Table 5.2: Effect of varying the data cell energy threshold, Edata, and the MC parti-

cle energy threshold, EMC , on the number of candidates Ncorr, with the percentage

change shown in the final column.

The uncertainty due to the correction of ξobs is investigated by forming the analysis

with various sets of correction factors. The first set uses the correction factors ci

(for every bin i in ξ) increased by the uncertainty in the distribution in Fig. 5.15,

∆ci; the second set has every correction factor decreased by the same amount.

This assumes 100% correlation between the uncertainties in each bin. This yields

little change in the results: Ncorr = 33.7±6.9 using ci +∆ci, and Ncorr = 35.1±7.0

using ci − ∆ci.

The uncertainty in the correction factors is tested further by varying the particle

energy threshold in the Monte Carlo with respect to the cell energy threshold in

the data, and by increasing both thresholds by the same fraction. The results are in

Table 5.2. There is an 83% increase in the number of candidates when using a data

threshold Edata = 0.7 GeV and a MC threshold EMC = 1.4 GeV: this may be due to

raising the cell energy threshold by too much, although in principle the increase in

MC energy threshold should correct for this. This is another area which requires

further study.
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The geometric acceptance cut in POMWIG events, ηaccep, is decreased as a further

check of the stability of the measurement. Two sets of correction factors are made,

with acceptance cuts at |ηaccep | < 4.45 and |ηaccep | < 4.1, the edges of the first two

FH layers and the EM region respectively. Both of these analyses produce a small

change in the result: Ncorr = 35.1 ± 7.0, which is an increase of 4%.

Discussion of systematic uncertainties

The large deviations in the number of candidate events when parameters are changed

indicate that the analysis is not yet fully understood. This simple Monte Carlo sim-

ulation, using particle cuts instead of a full detector simulation, lacks many effects

that are present in the data: for example, Fig. 5.25 shows that the pT balance in

the diffractive candidate events is not correctly modelled in the Monte Carlo. The

pT balance is pZ
T − phadrons

T , where the hadronic part is measured with the calorime-

ter cells. Two candidate events are not shown: in one, the pT balance is greater

than 100 GeV, and in the other, the px and py of the muons is not known. The

POMWIG distribution is less broad than the data, and this indicates that further

work using a full detector simulation is required before the diffractive Z → µ+µ−

production cross section times branching ratio can be presented. However, the

other components of the cross section (Eq. 5.2) are described in the following

sections.

5.6.3 Efficiency of rapidity gap requirement

The efficiency of the rapidity gap cut, εgap, in selecting events with ξ < 0.02

is calculated using the POMWIG event sample (Section 5.4). In the pomeron
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T − phadrons

T , for diffractive can-
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sample, 90% of the events with ξ < 0.02 have a rapidity gap (ηmax < 3.2 in the

particles that pass the acceptance cuts). In the reggeon sample, 77% of events pass

the rapidity gap cut. The uncertainties ∆ε are calculated using ∆ε =
√
ε(1 − ε)/N,

where N is the total number of events. The results are

εIP
gap = 0.901 ± 0.003

εIR
gap = 0.77 ± 0.03

for the pomeron and reggeon samples respectively. The pseudorapidity distribu-

tions of the particles are determined by the pomeron and reggeon structure func-

tions. The default ‘fit 2’ pomeron structure function is used to calculate the value

of εIP
gap stated above, so as a cross-check εIP

gap is calculated using the ‘fit 3’ structure

function (Section 2.3). The result is

εIP
gap = 0.916 ± 0.009 (fit 3)

which is consistent with the previous measurement.

The efficiencies are combined with

εtot =
εIR σIR + εIP σIP

σIR + σIP
, (5.3)

where the cross sections predicted by POMWIG for the kinematic range of the

events, ξ < 0.02, M > 40 GeV and with two muons with pT > 15 GeV and

|η| < 2, are

σIP = 0.14 pb

σIR = 0.08 pb

for pomeron and reggeon exchange. The cross section for reggeon exchange is

assigned an uncertainty of 50% [60] due to the normalisation of the reggeon flux
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(Section 2.3). The result for the rapidity gap efficiency is

εgap = 0.85 ± 0.14 .

5.6.4 Efficiency of muon detection

In the inclusive Z cross section measurement in [56] the ‘efficiency MC’ (εMC)

combines the geometric acceptance of the muon detector, the efficiency of the cut

on muon pT , and the efficiencies of the central tracking detector, muon triggers

and muon identification criteria. PYTHIA (Z/γ)∗ → µ+µ− events are used for the

calculation: the vertex z position in the events is smeared with a Gaussian distri-

bution of width 28 cm; the events are passed through PMCS; and the geometric

acceptance and pT cuts (Section 5.1.2) are applied to the muon tracks. Muons that

pass these cuts are subjected to the efficiencies of the tracking, trigger and muon

identification: these are measured in the data as functions, where appropriate, of

the muon η and the z-position of the vertex. Thus a given muon has a particular

probability of being selected in the final sample, according to the location and

transverse momentum of the central track. The fraction of PYTHIA events that

pass these criteria is εMC; the result in the inclusive analysis is εMC = 0.322±0.006.

This efficiency is re-calculated for this analysis because the muon pT and η dis-

tributions are different in diffractive Z → µ+µ− events; the same method is used

with POMWIG events [61]. The results are

εIP
MC = 0.104 ± 0.004

εIR
MC = 0.089 ± 0.004

where the systematic uncertainty from the efficiencies measured in the data is
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calculated to be 1.5%. The resulting distributions for the properties of the muons

and Z boson candidates are shown in Figs. 5.20 and 5.21.

The cross sections predicted by POMWIG for the kinematic range ξ < 0.02,

M > 40 GeV are

σIP = 0.75 pb

σIR = 0.42 pb .

As in Section 5.6.3, the efficiencies for the pomeron and reggeon samples are

combined using Eq. 5.3, and the uncertainty in the reggeon normalisation is set at

50%, with the result

εMC = 0.099 ± 0.016 .

Varying the pomeron structure function from fit 2 to fit 3 has negligible effect on

this efficiency. This is tested by comparing the pseudorapidity of the muons in

events with ξ < 0.02: the geometric acceptance is the dominant contribution to

εMC [62].2 For the fit 2 structure function, a fraction 0.538 ± 0.006 of the muons

have |η| < 2.0; for the fit 3 structure function, this fraction is 0.540± 0.007, so the

two are consistent.

5.6.5 Cosmic muon background

Analysis of diffractive Z → µ+µ− bosons using only rapidity gaps to select the

candidates (as in Appendix A) may be susceptible to enhanced background from

cosmic ray muons: a cosmic muon can be selected as a Z boson event, and un-

less there is an overlapping pp interaction then the event has no activity in the

2 A calculation of εMC using the fit 3 sample was not available.
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Figure 5.26: Pseudorapidity of two highest pT muons in POMWIG Z → µ+µ−

events with ξ < 0.02: the geometric acceptance of the muon detector is approxi-

mately |η| < 2

calorimeter and passes the rapidity gap requirement. However, it is expected that

a diffractive sample selected using the ξ variable will not have this background due

to the kinematic requirements (in other words, forward muons) of reconstructing

a low ξ.

The acolinearity of the muon pair in the diffractive candidate events is shown in

Fig. 5.27. All of the events have large acolinearity, well above the threshold of

∆αµµ = 0.05 radians to exclude cosmic ray muons. The cosmic background rate

fcos is assumed to be the same as that of the inclusive sample [56]:

fcos = 0.002 ± 0.002 ,

which in this sample is negligible.
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Figure 5.27: Acolinearity of the dimuon pair in diffractive Z → µ+µ− candidate

events

5.6.6 Other efficiencies and backgrounds

All other efficiency and background factors, which are listed in Table 5.3, are

taken directly from the inclusive measurement. These are the efficiencies for the

isolation cuts (εisol), cosmic cuts (εcosmic) and the requirement that the muons are

oppositely charged (εopp q), and the background fractions from bb events ( fbb),

Z → ττ events ( fττ), W+jets and diboson events ( fW). The background fraction

for cosmic ray muons, fcos, (Section 5.6.5) is also included in the table. The effi-

ciencies are all extremely high with respect to εgap and εMC, and the background

rates are low, but it is useful to include them for completeness.
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Quantity Value

εisol 0.999 ± 0.001

εcosmic 0.988 ± 0.006

εopp q 0.998 ± 0.001

fbb 0.005 ± 0.003

fcosmic 0.002 ± 0.002

fττ 0.005 ± 0.001

fW 0.002 ± 0.001

Table 5.3: Efficiencies and backgrounds taken from the inclusive Z → µ+µ− cross

section

5.7 Result

5.7.1 Corrected number of candidates

Combining the efficiencies and backgrounds with the corrected number of candi-

dates, using:

Ntotal = Ncorr ×
(1 − fbb − fcos) (1 − fττ) (1 − fW)
εgap εMC εopp q εisol εcosmic

yields a prediction of 400.9 ± 81.8 (stat.) for the total number of candidates for

an integrated luminosity [63] of
∫ �

dt = 109 ± 7 pb−1. However, the system-

atic uncertainties are large and as yet undetermined so the cross section is not

presented.
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5.7.2 Contribution from non-diffractive events

The contribution from non-diffractive events, σnd, is estimated using simulated

(Z/γ)∗ → µ+µ− events with Mµµ > 40 GeV from the PYTHIA event genera-

tor. HERWIG is not used because of the excess production of rapidity gaps in

the final state (Section 5.3). The acceptance cuts are applied to particles in the

PYTHIA events as described in Section 5.3.1. The rapidity gap requirement is

made, |ηmax | < 3.2 in the proton or antiproton direction, and 1% of the events

pass this cut. The reconstructed momentum loss, ξreco, is calculated and the same

correction factors are applied to the events as they are in the data (Section 5.5).

Figure 5.28 shows the distribution of ξ in events that pass the rapidity gap cut:

10% have ξ < 0.02, or 0.1% of the sample. The PYTHIA prediction for the

cross section for (Z/γ)∗ → µ+µ− events with Mµµ > 40 GeV is 202 pb, giving a

predicted non-diffractive contribution of σnd = 0.2 pb.

The inclusive cross section is measured using the full data sample, with 10791

candidates (the effect of excluding three events with no calorimeter information is

negligible), and εMC taken from the previous analysis [56]. The result is

σ × Br ((Z/γ)∗ → µ+µ−) = 308 ± 3 (stat.) ± 6 (sys.) ± 20 (lumi.) pb

which is consistent with the result in [56]. The PYTHIA prediction is scaled by

the ratio of the PYTHIA and data inclusive cross sections, R = 308/202, so the

prediction for the non-diffractive contribution is

σnd = 0.3 ± 0.1 pb

where the uncertainty is assigned from the difference between the PYTHIA and

data inclusive cross sections. For a luminosity of 109 pb−1, this predicts 32.7
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candidate events: about 8% of the number of candidates in Section 5.7.1.
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Figure 5.28: Reconstructed ξ distribution in PYTHIA non-diffractive Z → µ+µ−

events

5.8 Discussion

POMWIG prediction

The POMWIG prediction for the cross section times branching ratio in this kine-

matic region, with no gap survival probability included, is:

σMC = (1.2 ± 0.2) pb

where the uncertainty is due to the reggeon cross section normalisation. This

is about 0.4% of the measured inclusive cross section. The diffractive W and Z
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boson analyses at DØ and CDF indicate that the fraction of diffractive candidates

is around 1% (Section 2.2.2), which is reasonably consistent with the POMWIG

prediction given that the kinematic region of these measurements is not defined.

But POMWIG does not include gap survival probability, so the naı̈ve expectation

is that the complete prediction would be about 10 times smaller. The gap survival

probability is not known for diffractive electroweak processes, but it seems that

POMWIG may not predict a sensible order of magnitude for the cross section

times branching ratio.

The gap survival factor s ∼ 0.1 is determined from dijet cross section measure-

ments. Diffractive dijet production and diffractive Z boson production couple dif-

ferently to the gluon and quark components of the pomeron (Section 2.3), so a

measurement of this cross section at the Tevatron would be the first to directly

probe the quark component. This is the first time diffractive electroweak boson

production data has been compared with POMWIG. The POMWIG prediction

and the factor for the gap survival probability are open questions: this makes

diffractive Z boson production an interesting channel, with the potential to be a

sensitive probe for the answers. In addition, it may be possible to measure the nor-

malisation of the reggeon flux through the differential cross section with respect

to ξ.

Soft dissociation of the proton

In order to fully specify the kinematic range of the cross section measurement, it

is necessary to know the minimum proton dissociative mass which can be seen

in the forward DØ detectors. At H1, this was M = 1.6 GeV: at lower masses

the proton final state is not observed. Neither PYTHIA nor POMWIG prediction
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models this type of event, in which the proton dissociates and there is a rapidity

gap, and in fact a good understanding of this contribution would require detailed

MC studies which are currently not available. Therefore the presented diffractive

Z → µ+µ− candidates could include events in which there is proton dissociation

into low mass states.

Choice of pomeron structure function

Changing the pomeron structure function from fit 2 to fit 3 made no discernable

difference to the calculated efficiencies εgap and εMC. This is expected, because the

variation is predominantly in the gluon component which is not strongly probed

in diffractive Z boson production.

Analysis of Z→ µ+µ− using rapidity gaps

Previous to the analysis presented in this thesis, the author carried out an analy-

sis of diffractive Z boson production that used the rapidity gap method to select

candidate events [47]. The method used cannot lead to a normalised cross section

measurement in a clear kinematic region. The rapidity gap requirement was made

using a sum over energy in the forward calorimeter, confirmed by the absence of

hits in the LM detector. No corrections were made to the result; these would re-

quire a good description of the calorimeter and LM detector in the detector simula-

tion, which is not yet available at DØ. In addition, using the LM to confirm the gap

is prone to difficulties: the detector terms are prone to ‘electronics inefficiency’

which results in fake gap signals (Section 4.3); the detectors are sensitive to beam

halo particles; and the fixed pseudorapidity range does not allow variation in the
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choice of kinematic region. As previously mentioned (Section 5.6.5), a rapidity

gap analysis of Z → µ+µ− also appears to be more susceptible to background from

cosmic ray muons. A description of the analysis is included in Appendix A in the

form of conference proceedings written by the author.

Future steps in the analysis

This analysis has made the first steps towards a measurement of a diffractive cross

section at DØ. It has made progress in understanding the requirements of the

analysis, and identified some of the largest uncertainties: the measurement of the

rapidity gap boundary, the correction for the cell energy threshold, the uncertainty

due to the reggeon normalisation and the calibration of the calorimeter. The future

development of the analysis is discussed below.

The analysis should be carried out with the full DØ detector simulation, providing

the low-level calorimeter energy is sufficiently well modelled to be useful. Fur-

ther studies of the effect of using η2nd
max would certainly decrease the uncertainty.

The approach could be to make a more sophisticated gap boundary cut, perhaps

requiring that two cells are close in pseudorapidity or are in the same tower to

define the boundary; it may be useful to examine the additional candidates from

the η2nd
max analysis (perhaps also η3rd

max and η4th
max) to separate the diffractive candidates

from the fake gap events. The full detector simulation may help with this, as it

was found in the LM acceptance studies (Section 4.2.2) that particles in diffrac-

tive events could scatter into the gap from detector components. Future analyses

will be able to make use of an improved calorimeter calibration with known un-

certainties. Although the hot cell killing algorithm did not appear to affect the

results, it is felt that the algorithm is still useful; with a larger dataset and reduced
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uncertainties there may be a discernable difference to the measurement. It may be

a helpful tool for probing the uncertainty due to the rapidity gap boundary (η2nd
max).

A model of the soft dissociation of the proton would strengthen the measurement,

correcting for rapidity gap events in which the proton dissociates into a low mass

state and yielding a cross section for Z boson production with an intact proton.

The choice of kinematic region may be improved, a decision that might best be

made after the size of the dataset is increased. Increasing the ξ threshold would de-

crease the statistical uncertainties and increase the muon identification efficiency

εMC. It would, however, decrease the efficiency of the rapidity gap cut and de-

crease the pomeron component of the sample. Ideally, with a larger dataset and

detailed studies of the efficiencies as a function of ξ, the measurement dσ/dξ

could be presented.

As a result of the findings in this analysis (Section 5.3), the authors of POMWIG

intend to interface the generator with the JETSET hadronisation model used by

PYTHIA [52].

Summary

The first analysis of diffractive Z bosons in the muon decay channel has been pre-

sented, including a comparison of the data with POMWIG. The uncertainties are

prohibitively large for a measurement of the cross section times branching ratio,

but it is hoped that components of the analysis that have been developed can be

used as building blocks in future diffractive analyses at DØ: in particular, the mea-

surement of ξ from the final state system, the comparison of data with POMWIG

and the estimate of the non-diffractive contribution to the low ξ sample. Measure-
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ment of the diffractive Z boson production cross section could give interesting

results with regard to gap survival probability in diffractive electroweak boson

production and the validity of transfering the H1 diffractive pdfs to the Tevatron.
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Chapter 6

Summary

The first part of the thesis, presented in Section 4, provides the first measurement

of the efficiency of the DØ Luminosity Monitor, which is used in normalising all

cross section measurements. The result is:

εLM = (90.9 ± 1.8)% .

The second part (Section 5) presents the first steps towards measuring the (Z/γ)∗

boson production cross section times branching ratio in the kinematic region ξ <

0.02, which is dominated by diffractive exchange. A sample of 24 candidate

events are selected, and the data are compared with the Monte Carlo event genera-

tor POMWIG. Each component of the cross section is studied, and the systematic

uncertainties in the number of candidates are found to be too large and poorly

understood to allow the measurement of a cross section.
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Appendix A

Diffractive Scattering at DØ

The following appendix contains extracts from a conference paper submitted by

the author [47], which describes the previous method of searching for diffractively

produced Z bosons in the muon decay channel.

Abstract

The first search for diffractively produced Z bosons in the muon decay channel is pre-

sented, using a data set collected by the DØ detector at the Fermilab Tevatron at
√

s =

1.96 TeV between April and September 2003, corresponding to an integrated luminosity

of approximately 110 pb−1.

A.1 Introduction

QCD models elastic and single diffractive scattering of hadrons as proceeding via

the exchange of a colour singlet object. In the case of elastic proton-antiproton

scattering, both protons1 emerge intact and scattered at a small angle, with no

1 Here the term ‘proton’ is used to refer to both protons and antiprotons.
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momentum loss and no other particles produced. In single diffraction, where one

proton remains intact with a small momentum loss and the other dissociates, there

may be an area devoid of activity (rapidity gap) in the region of the outgoing intact

proton. We present here the first ever search for diffractively produced Z bosons

in the muon decay channel.

A.2 Diffractive Z boson production

A.2.1 Event selection and data analysis

Z bosons produced via single diffraction are identified by demanding a rapidity

gap near the beampipe in either the outgoing proton or antiproton direction. The

data set was collected between April and September 2003 by the DØ detector

at the Fermilab Tevatron, corresponding to an integrated luminosity of approx-

imately 110 pb−1. The DØ detector is described in detail elsewhere [44]. The

Z boson is selected via its decay into two oppositely charged muons each with

pT > 15 GeV. At least one muon must be isolated in the central tracking detector

and the calorimeter: ΣpT of tracks within a cone of radius 0.5 around the muon is

required to be less than 3.5 GeV, and in the calorimeter (ΣET in a cone of radius

of 0.5 around the muon) - (ΣET in a cone of radius of 0.1 around the muon) is

required to be less than 2.5 GeV, where the cone radius is defined in pseudora-

pidity η and azimuthal angle φ as ∆R =
√

∆η2 + ∆φ2. Cosmic ray muon events

are vetoed by requiring that the distance of closest approach of muon tracks to the

beam position is less than 0.02 cm for tracks with hits in both the Silicon Micro-

vertex Tracker (SMT) and Central Fiber Tracker (CFT), or less than 0.2 cm for

tracks with hits only in the CFT. In addition, the muon tracks are required to fulfil

|∆φµµ + ∆θµµ − 2π| > 0.05 radians, where θ is polar angle.
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The rapidity gap search makes use of two detectors, the Luminosity Monitor

(LM) and the end calorimeter. The LM comprises two scintillating detectors,

one on each side of the interaction region, which cover the pseudorapidity range

2.7 < |η| < 4.4. The total output charge is discriminated to give an on/off signal

for each detector. The end calorimeter is divided into three regions: (1) four elec-

tromagnetic layers closest to the beam, (2) four fine hadronic layers and (3) one

coarse hadronic layer furthest from the beam. Each layer is divided into cells in

the η − φ plane. For this analysis, the energy is summed separately on each side

(outgoing proton and antiproton) in the range 2.6 < |η| < 5.3, using electromag-

netic cells with Ecell > 100 MeV and fine hadronic cells with Ecell > 200 MeV.

The log of the energy sum on the outgoing antiproton side is plotted in Figure

A.1 for bunch crossings in which there are no visible interactions. These are

selected from a randomly triggered sample with the requirements that both LM

detectors are off and there is no vertex with greater than two associated tracks.

These events are used to approximate rapidity gap events, in which there is no

activity in the outgoing antiproton direction. The log of the energy sum on the

outgoing antiproton side is also shown for a sample of minimum bias events in

the figure. These are selected requiring hits in both detectors of the LM within a

small time window. A third (25 GeV jet) sample is selected by requiring a vertex

with at least three tracks, and at least one jet with pT > 25 GeV that passes jet

quality cuts. Jet events in which the highest pT jet lies in the region |η| > 2.4 are

excluded. The minimum bias and jet samples are dominated by events in which

both protons dissociate.

Events with no interaction and events with antiproton dissociation are separated

by applying a cut at an energy sum of 10 GeV. This is also the case in the outgoing

proton direction. To select single diffractive candidates in the Z boson sample the

LM detector is required to be off and the energy sum less than 10 GeV on one
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side, and the LM detector is required to be on and the energy sum greater than

10 GeV on the other side.
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Figure A.1: Log of energy sum in the outgoing antiproton direction (−5.3 < η <

−2.6), comparing events with no visible interactions with events in which both

protons dissociate. Areas are normalised to unity. An energy sum cut is applied at

10 GeV for rapidity gap candidates.

A.2.2 Results

Figure A.2 shows the di-muon invariant mass distribution for two samples. Fig. A.2(a)

shows those events that fail the two rapidity gap cuts on both the outgoing proton

and antiproton sides. These are strong candidates for non-diffractive production of

Z bosons. A resonant peak is observed together with a small background contri-

bution, arising mainly from the (Z/γ)∗ continuum. Fig. A.2(b) shows those events

that pass both rapidity gap cuts on one side and fail both on the other. These are

candidates for single diffractively produced Z bosons, where one proton is intact

and the other dissociates.
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Figure A.2: The dimuon invariant mass distribution for Z boson candidates with

(a) no rapidity gap and (b) a single rapidity gap. A rapidity gap is defined as one

LM detector off and energy sum less than 10 GeV in the same region (see text for

details).
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Summary

A search for diffractively produced Z bosons in the muon channel has been pre-

sented. The sample is large enough to allow a study of the kinematic properties of

the Z bosons for the first time.
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